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Abstract 

Morphology and crystal structure of photoactive materials are key factors in determining the efficiency 

of solar devices. We present X-ray scattering studies of four types of photoactive systems with novel 

photoactive elements: perylene monoimide based nanoribbons for solar-to-fuel conversion devices, 

tetrathienoacene based organic dyes for dye sensitized solar cells, layered lead perovskites for solar cells 

and fluorinated small molecule donor for ternary bulk heterojunction solar cells.  

We perform wide angle X-ray scattering measurements of perylene monoimide based nanoribbons, 

both in solution and deposited dry film, and develop formalism for interpreting obtained X-ray scattering 

patterns. This generally applicable method reproduces the measured diffraction patterns, including the 

asymmetric line-shapes for the Bragg reflections and yields the molecular packing arrangement within a 

2D crystal structure and how it alters upon chemical modification of the constituting molecules. X-ray 

study of phase transition of n-propyl perylene monoimide nanostructure is discussed as well.    

We used X-ray reflectivity technique to study the monolayer morphology of tetrathienoacene based 

dyes deposited on titanium dioxide surface. The latter serves as an electron channeling electrode in dye 

sensitized solar cells. Through atomic layer deposition a model surface of titanium oxide is fabricated, and 

organic dye monolayer deposited on it from organic solution. Analysis of X-ray reflectivity measurements 

expose the transformations monolayer films undergo upon alterations of backbone structure and 

modifications of hydrophobic alkyl chains. Alkyl chains are designed to prevent recombination and 

improve solubility. The results for molecular packing and molecular footprint correlate well with the 

measured efficiency and other characteristics of solar cells built with these dyes. 

Grazing incidence wide angle X-ray scattering was further used to determine orientation of Ruddlesden-

Popper perovskite films fabricated with a new deposition method. The analysis indexed all measured 



4 
 
spots on the diffraction pattern which indicated high degree of crystallinity for these films and, crucially, 

perpendicular alignment of insulator organic spacer with respect to the electrode surface. 12.52% 

efficiency is achieved for this system with exceptionally high environmental stability, a major hurdle in 

utilizing perovskites in solar cells. 

The same technique is applied in investigation of crystallinity of a blend of fluorinated and non-

fluorinated small molecule donor compounds for bulk heterojunction solar cells. These molecules consist 

of benzodithiophene unit with two diketopyrrolopyrrole moieties. We show that 1:9 blend possesses 

highest degree of crystallinity. We attributed this effect to formation of C–H···F hydrogen bonding, which 

improves intermolecular connectivity and enhances photoconductivity. The 1:9 ratio also exhibits the 

highest efficiency in solar cells as compared to blends with other ratios of constituents.   
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1. Introduction 

Increasing the share of solar energy in the global energy production sector is one of the big challenges 

for modern economies. The advantage of this form of energy primarily lies in its abundance and low 

environmental footprint. It also has a potential of ensuring energy independence of advanced economies. 

Two of the fast-developing areas of solar energy research are organic/hybrid solar cells and solar-to-fuel 

conversion devices. Various photoactive materials have been investigated for these devices, some of the 

most efficient ones being serendipity discoveries while others purposefully designed. It is recognized that 

not only the electronic structure of constituting molecules and bulk crystals but also the morphology of 

the photoactive material in the final device are of crucial importance. X-ray scattering techniques provide 

a convenient and powerful means to reveal the morphology and self-assembly modes of these systems 

from sub-angstrom to micron scale, thereby allowing elucidation of factors responsible for the high 

efficiency of certain structures. 

In our current work we focus on X-ray scattering studies of perylene monoimide (PMI) based 

nanoribbons for hydrogen producing solar-to-fuel conversion devices and tetrathienoacene based 

monolayers for dye sensitized solar cells (DSSC), but we will briefly discuss some structural aspects of 

perovskite films, the new highly efficiency photoactive material of intense interest by the research 

community, and fluorinated small molecule donors for ternary bulk heterojunction solar cells.  

In Chapter 2 we will derive the expressions for differential cross-section of elastic X-ray scattering from 

small crystals in kinematic approximation for later use in our modelling of wide-angle X-ray scattering 

from 2D nanosheets. In the same chapter Parratt formalism of X-ray reflectivity from flat surfaces will be 

presented. Discussion of small- and wide-angle X-ray scattering studies (SAXS and WAXS) of PMI 

nanoribbons/nanosheets will follow immediately in Chapter 3. We will then proceed to X-ray reflectivity 
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(XRR) studies of tetrathienoacene-based dye thin films for dye sensitized solar cells (Chapter 4) and end 

with grazing incidence wide-angle X-ray scattering studies (GIWAXS) of perovskite and fluorinated organic 

films (Chapters 5 and 6). 
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2. Overview of elastic X-ray scattering theory  

2.1. Wide-angle X-ray scattering 

Scattering of X-rays from a charged object is conventionally characterized by differential cross section, 

which is the ratio of scattered energy per unit time (power) in specified solid angle and magnitude of the 

Poynting vector of the incoming beam: 𝑑𝑑𝜎𝜎 = 𝑑𝑑𝑃𝑃�𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
�̅�𝑆𝑖𝑖𝑖𝑖

= �𝐸𝐸�⃗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�
2
𝑅𝑅2

�𝐸𝐸�⃗ 𝑖𝑖𝑖𝑖�
2 , where 𝑅𝑅 is the distance from the sample 

to the detector, 𝐸𝐸�⃗  is the electric field strength vector and overbar denotes time averaging. Differential 

cross section for elastic X-rays scattering from a free electron in the simple Thomson scattering 

approximation can be written as following1-2: 

𝑑𝑑𝜎𝜎
𝑑𝑑Ω

= 𝑞𝑞02|𝜖𝜖̂ ⋅ 𝜖𝜖̂′|2 (2. 1) 

where 𝜖𝜖̂ and 𝜖𝜖̂′ are the polarizations of incoming and scattered beams, respectively, and 𝑞𝑞0 = 𝑒𝑒2

4𝜋𝜋𝜖𝜖0𝑚𝑚𝑐𝑐2
=

2.82 ⋅ 10−5Å is the Thomson scattering length (also known as classical electron radius). For the case of 𝜎𝜎 

polarization of the incoming beam (Figure 2.1A): 𝑃𝑃 = |𝜖𝜖̂ ⋅ 𝜖𝜖̂′|2 = 1, and for 𝜋𝜋 polarization (Figure 2.1B):  

𝑃𝑃 =  |𝜖𝜖̂ ⋅ 𝜖𝜖̂′|2 = cos2 2𝜃𝜃. Polarization factor 𝑃𝑃 for fully unpolarized beam is given by the following 

expression: 

𝑃𝑃 = |𝜖𝜖̂ ⋅ 𝜖𝜖̂′|2  =
1
2

(1 + cos2 2θ) (2. 2) 

Figure 2.1. A-B) 𝜎𝜎- and 𝜋𝜋- polarization geometries of X-ray scattering from a single electron. C) 3D 
schematic depiction of real and reciprocal basis vectors. 𝑑𝑑 is the dipole moment. 
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We now proceed from a fixed single electron to considering the scattering from an extended structure 

with the spatial electron number density 𝜌𝜌(𝑞𝑞). If the incoming X-ray beam has a frequency far from 

excitation edges (fundamental frequencies of the system of charges) then in a first order approximation 

(neglecting secondary scattering events) the differential cross section can be written as following: 

𝑑𝑑𝜎𝜎(�⃗�𝑞)
𝑑𝑑Ω

= 𝑞𝑞02𝑃𝑃 �∫ 𝜌𝜌(𝑞𝑞) ⋅ 𝑒𝑒𝕚𝕚𝑞𝑞�⃗ ⋅𝑟𝑟𝑑𝑑3𝑞𝑞�
2

(2. 3) 

where wavevector transfer �⃗�𝑞 = 𝑘𝑘�⃗ 𝑠𝑠𝑐𝑐𝑠𝑠𝑠𝑠 − 𝑘𝑘�⃗ 𝑖𝑖𝑛𝑛 and 𝑞𝑞 = 4𝜋𝜋
𝜆𝜆

sin �2𝜃𝜃
2
� at the X-ray wavelength 𝜆𝜆 and scattering 

angle 2𝜃𝜃. 

Scattering differential cross section of a small single crystal described by a primitive lattice with 2𝑁𝑁 +

1 unit cells and a single basis at each lattice point, can be calculated by assigning a position vector 𝑅𝑅�⃗ 𝑖𝑖 to 

each lattice point and position 𝑞𝑞′ to an electron density element within the basis (i.e., primitive unit cell)  

with respect to the corresponding lattice point. Hence, the absolute position of the density element 𝑞𝑞 =

𝑞𝑞′ + 𝑅𝑅�⃗ 𝑖𝑖. With this notation, we recast the expression 2.3 as following: 

𝑑𝑑𝜎𝜎(�⃗�𝑞)
𝑑𝑑Ω

= 𝑞𝑞02𝑃𝑃 � � 𝜌𝜌(𝑞𝑞)𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑟𝑟𝑑𝑑3𝑞𝑞
𝑟𝑟⊂𝑉𝑉

�

2

= 𝑞𝑞02𝑃𝑃 � � � 𝜌𝜌�𝑞𝑞′ + 𝑅𝑅�⃗ 𝑖𝑖� ⋅ 𝑒𝑒𝕚𝕚𝑞𝑞�⃗ �𝑟𝑟
′+𝑅𝑅�⃗ 𝑖𝑖�𝑑𝑑3𝑞𝑞′

𝑟𝑟⊂∆𝑉𝑉𝑖𝑖

𝑖𝑖=𝑁𝑁

𝑖𝑖=−𝑁𝑁

�

2

= 𝑞𝑞02𝑃𝑃 � � 𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑅𝑅�⃗ 𝑖𝑖 � 𝜌𝜌(𝑞𝑞′)𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑟𝑟′𝑑𝑑3𝑞𝑞′
𝑟𝑟′⊂∆𝑉𝑉

𝑖𝑖=𝑁𝑁

𝑖𝑖=−𝑁𝑁

�

2

 

We define the structure factor of the basis (or primitive unit cell) as the integral in the above expression: 

𝐹𝐹(�⃗�𝑞) = � 𝜌𝜌(𝑞𝑞′)𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑟𝑟′𝑑𝑑3𝑞𝑞′

𝑟𝑟′⊂∆𝑉𝑉

(2. 4) 

With unit cell sides �⃗�𝑎𝑘𝑘, real space lattice vector 𝑅𝑅�⃗ 𝑖𝑖 = ∑ 𝑛𝑛𝑘𝑘�⃗�𝑎𝑘𝑘𝑛𝑛
𝑘𝑘=1 , where 𝑛𝑛 is the dimensionality of the 

system and index 𝐺𝐺 enumerates the sets of integers {𝑛𝑛𝑘𝑘;𝑘𝑘 = 1. .𝑛𝑛}. Hence: 
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𝑑𝑑𝜎𝜎(�⃗�𝑞)
𝑑𝑑Ω

= 𝑞𝑞02𝑃𝑃 ⋅ |𝐹𝐹(�⃗�𝑞)|2��
sin�1 2� �⃗�𝑞𝑘𝑘 ⋅ �⃗�𝑎𝑘𝑘(2𝑁𝑁𝑘𝑘 + 1)�

sin�1 2� �⃗�𝑞𝑘𝑘 ⋅ �⃗�𝑎𝑘𝑘�
�
2𝑛𝑛

𝑘𝑘=1

(2. 5) 

where �⃗�𝑞𝑘𝑘 ∥ �⃗�𝑎𝑘𝑘∗  for reciprocal basis vector �⃗�𝑎𝑘𝑘∗  (�⃗�𝑞 = ∑ �⃗�𝑞𝑘𝑘𝑛𝑛
𝑘𝑘=1 ). For purposes that will become apparent later, 

we approximate the 1D interference function under the product operator around the zeros of its 

denominator (𝑥𝑥 = 𝜋𝜋𝜋𝜋, where 𝜋𝜋 ∈ ℤ) by a Gaussian which has the same height at the zeros3: 

sin2 𝑁𝑁 𝑥𝑥
sin2 𝑥𝑥

→ 𝑁𝑁2𝑒𝑒−(𝑁𝑁 (𝑥𝑥−𝜋𝜋𝜋𝜋))2 𝜋𝜋⁄ (2. 6) 

Justification for this substitution is further strengthened by the equality of their integrals: 

∫ sin2 𝑁𝑁 𝑥𝑥
sin2 𝑥𝑥

𝜋𝜋 2⁄ +𝜋𝜋𝜋𝜋
−𝜋𝜋 2⁄ +𝜋𝜋𝜋𝜋 𝑑𝑑𝑥𝑥 = 𝜋𝜋𝑁𝑁 = ∫ 𝑁𝑁2𝑒𝑒−(𝑁𝑁 (𝑥𝑥−𝜋𝜋𝜋𝜋))2 𝜋𝜋⁄ 𝑑𝑑𝑥𝑥∞

−∞ . Comparing expressions 2.5 and 2.6, we identify 

𝑥𝑥 = 1
2� �⃗�𝑞𝑘𝑘 ⋅ �⃗�𝑎𝑘𝑘 and 𝑁𝑁 = 2𝑁𝑁𝑘𝑘 + 1. For simplicity, we relabel 2𝑁𝑁𝑘𝑘 + 1 → 𝑁𝑁𝑘𝑘. Hence (Figure 2.1C): 

𝑁𝑁(𝑥𝑥 − 𝜋𝜋𝜋𝜋) → 𝑁𝑁𝑘𝑘 2⁄  (�⃗�𝑞𝑘𝑘�⃗�𝑎𝑘𝑘 − 2𝜋𝜋𝜋𝜋𝑘𝑘) =
𝑁𝑁𝑘𝑘 ⋅ 2𝜋𝜋

2𝑎𝑎𝑘𝑘∗
(𝑞𝑞𝑘𝑘 − 𝜋𝜋𝑘𝑘𝑎𝑎𝑘𝑘∗ ) = 𝑁𝑁𝑘𝑘𝑎𝑎𝑘𝑘 2⁄ ⋅ cos𝜙𝜙 ⋅ (𝑞𝑞𝑘𝑘 − 𝐺𝐺𝑘𝑘)

= 𝐿𝐿𝑘𝑘 2⁄  (𝑞𝑞𝑘𝑘 − 𝐺𝐺𝑘𝑘,𝜋𝜋𝑘𝑘) 

where 𝐿𝐿𝑘𝑘 is the domain length in a direction 𝐿𝐿�𝑘𝑘 ∥ �⃗�𝑎𝑘𝑘∗  and 𝜋𝜋, 𝜋𝜋𝑘𝑘 ∈ ℤ. With these identities, expression 2.5 

reduces to: 

𝑑𝑑𝜎𝜎(�⃗�𝑞)
𝑑𝑑Ω

= 𝑞𝑞02𝑃𝑃 ⋅ |𝐹𝐹(�⃗�𝑞)|2��𝑁𝑁𝑘𝑘2𝑒𝑒
−
�𝑞𝑞𝑘𝑘−𝐺𝐺𝑘𝑘,𝑗𝑗𝑘𝑘�

2

2𝜎𝜎𝑘𝑘
2

𝑛𝑛

𝑘𝑘=1𝜋𝜋

(2. 7) 

where 𝜎𝜎𝑘𝑘 = √2𝜋𝜋 ∕ 𝐿𝐿𝑘𝑘 and 𝜋𝜋 enumerates sets of integers {𝜋𝜋𝑘𝑘;𝑘𝑘 = 1. .𝑛𝑛}. If all domain lengths are equal, 

then differential cross-section of a single domain can be written as follows: 

𝑑𝑑𝜎𝜎(�⃗�𝑞)
𝑑𝑑Ω

= 𝑞𝑞02𝑃𝑃 ⋅ |𝐹𝐹(�⃗�𝑞)|2𝑒𝑒−𝑞𝑞2𝐶𝐶𝐷𝐷𝐷𝐷 ⋅ 𝑁𝑁2�𝑒𝑒−
�𝑞𝑞�⃗ −�⃗�𝐺𝑗𝑗�

2

2𝜎𝜎2

𝜋𝜋

(2. 8) 
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where summation is over reciprocal lattice vectors and 𝑁𝑁 is the number of unit cells in the domain under 

beam illumination. We also introduced the Debye-Waller factor 𝑒𝑒−𝑞𝑞2𝐶𝐶𝐷𝐷𝐷𝐷  to account for thermal 

fluctuations of atoms around equilibrium points. 

The last two expressions for X-ray scattering from a small single crystal, with the appropriate ensemble 

averaging over a collection of domains, will be the working formulas for our modeling of the wide-angle 

X-ray scattering (WAXS) from 2D nanoribbons. WAXS technique is based on illuminating the sample with 

X-ray beam either in transmission (Figure 2.2A), or reflection (Figure 2.2B) geometry at a small incidence 

angle (typically less than a degree), and recording the diffraction pattern by a 2D detector.  

Figure 2.2. A) Transmission geometry for wide-angle X-ray scattering (WAXS) measurement. B) Reflection 
geometry for grazing incidence wide-angle X-ray scattering (GIWAXS) measurement.  

 

2.2. X-ray reflectivity 

The frequency of X-ray beams used in scattering experiments is much higher than most of the 

absorption resonance frequencies of atoms. Consequently, the refraction index for X-rays is less than 

unity, but extremely close to it (𝑛𝑛 = 1 − 𝛿𝛿, where 𝛿𝛿~10−6). Total external reflection (TER) is routinely 
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observed in X-ray reflectivity (XRR) experiments when the incident angle 𝜃𝜃 is less than the critical angle 

deduced from Snell’s Law: 𝜃𝜃𝑐𝑐 = √2𝛿𝛿. 

Strictly speaking the index of refraction is complex (𝑛𝑛 = 1 − 𝛿𝛿 + 𝕚𝕚𝛽𝛽, where 𝛿𝛿 accounts for refraction 

effects and 𝛽𝛽 for absorption effects). The refraction index can be expressed through atomic form factor 

𝑓𝑓0(�⃗�𝑞) or, for higher accuracy with small dispersion corrections: 𝑓𝑓(�⃗�𝑞) = 𝑓𝑓0(�⃗�𝑞) + 𝑓𝑓′ + 𝕚𝕚𝑓𝑓′′, yielding2: 

𝑛𝑛 = 1 −
2𝜋𝜋𝑞𝑞0
𝑘𝑘2

��𝜌𝜌𝑚𝑚(𝑓𝑓𝑚𝑚0(0) + 𝑓𝑓𝑚𝑚′ + 𝕚𝕚𝑓𝑓𝑚𝑚′′)
𝑚𝑚

� (2. 9) 

where 𝜌𝜌𝑚𝑚 is the atom number density of the type 𝑚𝑚 atoms in the film �𝑘𝑘 = 2𝜋𝜋
𝜆𝜆
�. For small wavevector 

transfers 𝑓𝑓𝑚𝑚0(�⃗�𝑞) ≈ 𝑓𝑓𝑚𝑚0(0) = 𝑍𝑍𝑚𝑚, where 𝑍𝑍𝑚𝑚 is the atomic number.  From expression 2.9: 𝛿𝛿 =

2𝜋𝜋𝑟𝑟0
𝑘𝑘2

∑ 𝜌𝜌𝑚𝑚(𝑓𝑓𝑚𝑚0(0) + 𝑓𝑓𝑚𝑚′ )𝑚𝑚  and 𝛽𝛽 =  −2𝜋𝜋𝑟𝑟0
𝑘𝑘2

∑ 𝜌𝜌𝑚𝑚𝑓𝑓𝑚𝑚′′𝑚𝑚 .  

Reflectivity experiments are performed in 𝜃𝜃-2𝜃𝜃 specular mode, i.e. the incidence and take-off angles 

are equal at each point of the scan, thereby wavevector transfer is always aligned along the normal to the 

surface (Figure 2.3).  

Figure 2.3. A) Reflection and refraction from a single interface. B) Geometry of X-ray reflectivity 
measurement for the slab model of the electron density.  
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Reflectivity is defined as a ratio of intensities of scattered and incident beams: 𝑅𝑅 = 𝐼𝐼𝑠𝑠𝑐𝑐𝑠𝑠𝑠𝑠
𝐼𝐼𝑖𝑖𝑛𝑛� . For a 

single flat interface, Fresnel theory establishes the relation between reflected and incident 𝐸𝐸-field 

amplitudes (Figure 2.3A): 

(𝐸𝐸10)∥ =
sin 2𝜙𝜙1 − sin 2𝜙𝜙2
sin 2𝜙𝜙1 − sin 2𝜙𝜙2

(𝐸𝐸00)∥ (2. 10) 

(𝐸𝐸10)⊥ = −
sin(𝜙𝜙1 − 𝜙𝜙2)
sin(𝜙𝜙1 + 𝜙𝜙2)

(𝐸𝐸00)⊥ (2. 11) 

For grazing angles, we keep only the first order terms: 

(𝐸𝐸10)∥ =
𝜃𝜃1 − 𝜃𝜃2
𝜃𝜃1 + 𝜃𝜃2

(𝐸𝐸00)∥ (2. 12) 

(𝐸𝐸10)⊥ =
𝜃𝜃1 − 𝜃𝜃2
𝜃𝜃1 + 𝜃𝜃2

(𝐸𝐸00)⊥ (2. 13) 

We notice that for small angles normal projection of the wavevector 𝑘𝑘𝑧𝑧 = 𝑘𝑘𝜃𝜃. Hence, the ratio of reflected 

and incident 𝐸𝐸-field amplitudes for both polarizations can be combined into the following expression: 

𝑞𝑞 =
𝑘𝑘𝑧𝑧,1 − 𝑘𝑘𝑧𝑧,2

𝑘𝑘𝑧𝑧,1 + 𝑘𝑘𝑧𝑧,2
(2. 14) 

Let’s consider reflection at a limit 𝜃𝜃2 ≫ 𝜃𝜃𝑐𝑐 with 𝑛𝑛1 = 1, 𝛽𝛽2 = 0 and 𝜃𝜃𝑐𝑐 = �2𝛿𝛿2. We still assume that the 

angle 𝜃𝜃2 is small enough to justify Taylor expansion cos𝜃𝜃2 ≈ 1 − 𝜃𝜃22 2⁄ . Hence, Snell’s law reduces to 

𝜃𝜃22 = 𝜃𝜃12(1 + 𝜃𝜃𝑐𝑐2 2⁄ ) − 𝜃𝜃𝑐𝑐2. By substituting this result into expressions 2.12 and 2.13, E-field amplitude 

ratio takes the following form: 

𝑞𝑞 =
𝜃𝜃1 − �𝜃𝜃12 − 𝜃𝜃𝑐𝑐2

𝜃𝜃1 + �𝜃𝜃12 − 𝜃𝜃𝑐𝑐2
=

𝜃𝜃1
𝜃𝜃𝑐𝑐

 −��𝜃𝜃1𝜃𝜃𝑐𝑐
�
2
− 1

𝜃𝜃1
𝜃𝜃𝑐𝑐

+ ��𝜃𝜃1𝜃𝜃𝑐𝑐
�
2
− 1

(2. 15) 

Denoting 𝑄𝑄 ≡ 𝜃𝜃1
𝜃𝜃𝑠𝑠

, expansion of the above expression around infinity yields (𝑞𝑞 = 𝑞𝑞𝐹𝐹 + 𝑂𝑂(𝑄𝑄−4)): 
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𝑞𝑞𝐹𝐹 = (2𝑄𝑄)−2 (2. 16) 

And the resulting reflectivity from an ideal sharp interface (Fresnel reflectivity) is given by the following: 

𝑅𝑅𝐹𝐹 = (2𝑄𝑄)−4 (2. 17) 

In view of this result it is convenient to deal with the dependence of 𝑅𝑅𝑞𝑞4 on 𝑞𝑞 instead of 𝑅𝑅(𝑞𝑞), i.e. to 

factor out the Fresnel reflectivity. We will follow this convention in our presentation. 

To advance beyond the single interface to a set of parallel interfaces depicted in Figure 2.3B, Parratt 

constructed a recursive algorithm to calculate reflectivity from a thin film supported on a substrate with 

a given electron density profile along the normal to the interfaces. The sample is divided into horizontal 

slabs with thicknesses 𝑑𝑑𝑛𝑛 and densities 𝜌𝜌𝑛𝑛. The interfaces between the layers have roughnesses 𝜎𝜎𝑛𝑛,𝑛𝑛+1. 

In the first order approximation, the normal component of the refracted wavevector in the 𝑛𝑛th slab can 

be expressed as following: 

𝑘𝑘𝑧𝑧,𝑛𝑛 = �𝑘𝑘0,𝑧𝑧
2 − 2(𝛿𝛿𝑛𝑛 − 𝛿𝛿0)𝑘𝑘02 + 2𝕚𝕚(𝛽𝛽𝑛𝑛 − 𝛽𝛽0)𝑘𝑘02 (2. 18) 

From the Fresnel equations, reflected E-field amplitude ratio from (𝑛𝑛,𝑛𝑛 + 1) interface can be written as2, 

4: 

𝑞𝑞𝑛𝑛,𝑛𝑛+1 =
𝑘𝑘𝑧𝑧,𝑛𝑛 − 𝑘𝑘𝑧𝑧,𝑛𝑛+1

𝑘𝑘𝑧𝑧,𝑛𝑛 + 𝑘𝑘𝑧𝑧,𝑛𝑛+1
𝑒𝑒−2𝑘𝑘𝑧𝑧,𝑖𝑖𝑘𝑘𝑧𝑧,𝑖𝑖+1𝜎𝜎𝑖𝑖,𝑖𝑖+1

2 (2. 19) 

However, if roughness is taken into account implicitly through finer horizontal divisions of the film, 
amplitude ratio is given by the expression 2.14:  

𝑞𝑞𝑛𝑛,𝑛𝑛+1 =
𝑘𝑘𝑧𝑧,𝑛𝑛 − 𝑘𝑘𝑧𝑧,𝑛𝑛+1

𝑘𝑘𝑧𝑧,𝑛𝑛 + 𝑘𝑘𝑧𝑧,𝑛𝑛+1
(2. 20) 

By introducing coefficient 𝛽𝛽𝑛𝑛 = 𝑘𝑘𝑧𝑧,𝑛𝑛𝑑𝑑𝑛𝑛, we define a characteristic matrix for the nth layer: 

𝑐𝑐𝑛𝑛 = � 𝑒𝑒𝛽𝛽𝑖𝑖  𝑞𝑞𝑛𝑛𝑒𝑒𝛽𝛽𝑖𝑖  
 𝑞𝑞𝑛𝑛𝑒𝑒−𝛽𝛽𝑖𝑖  𝑒𝑒−𝛽𝛽𝑖𝑖  

� (2. 21) 

Total reflectivity from the top interface then is expressed through these characteristic matrices for each 

layer: 
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𝑀𝑀 = �𝑐𝑐𝑛𝑛

𝑛𝑛

0

(2. 22) 

𝑅𝑅 = �
𝑀𝑀00

𝑀𝑀10
�
2

(2. 23) 

This algorithm allows efficient numerical implementations even for a large number of slabs.  
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3. X-ray studies of molecular packing of amphiphilic PMI nanosheets 

3.1. Motivation 

Amphiphilic perylene monoimide (PMI) compounds, containing ionizable groups, have the ability to 

self-assemble into 2D nanostructures, which gel and develop strong X-ray diffraction peaks in the 

presence of charge-screening ions. These systems have been suggested as bioinspired photocatalytic 

scaffolds for water splitting reactions due to their ability to support mobile excitons, propagating along 

the 𝜋𝜋-𝜋𝜋 stacking direction of the nanostructures5-6. Figure 3.1 depicts schematically the formation of a 

Frenkel exciton (Fig. 3.1 middle) upon photon absorption by a PMI molecule. Depending upon the coupling 

strengths, the Frenkel exciton can either dissociate (top) or remain bound (bottom). If it dissociates, the 

delocalized electron propagates through the PMI stack until it transfers to catalytic molecule, which 

triggers water molecule splitting. If the exciton remains bound, it will ultimately recombine without 

producing a hydrogen molecule. Coupling strengths of these competing states depend crucially on packing 

modes of individual stacks and nanostructure morphology as a whole. 

Figure 3.1. Schematic depiction of the excitation of a PMI molecule, with charge separation and electron 
propagation across the stack until transfer to a water splitting catalyst present in the solution (reprinted 
with permission from Hestand, et al. 6).  
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The highly ordered nature of the nanostructures allows in-depth analysis of how different crystal 

packing arrangements impact the catalytic ability of such materials, a feature not possible for amorphous 

assemblies7. It is known that the electronic and self-assembly properties of rylene-based compounds can 

be controlled by addition of substituent groups at various locations on the aromatic core7-12. This provides 

an opportunity to create a library of different amphiphilic PMIs, which assemble into distinct crystalline 

packing arrangements with corresponding unique photophysical and catalytic properties.  

PMI molecules form monomolecular solutions in polar of organic solvents (e.g. DMSO). Electronic 

properties of individual molecules can be investigated in these solutions through various spectroscopic 

techniques. Quantum chemical computations give further reliable predictions of conformation of PMI 

molecules, both in solution and in gas form. However, molecular packing and mesoscopic morphology in 

these light harvesting 2D assemblies in aqueous solution are key factors for conversion efficiency (Figure 

3.2, Figure 3.3). Structure-function correlations on this scale have yet to be fully established. This is partly 

due to the difficulties in extracting the molecular arrangements from the complex 3D powder averaged 

diffraction patterns of 2D lattices, obtained via in-situ wide-angle X-ray scattering.  

In order to establish a clear structure-property relationship, small- and wide-angle X-ray scattering 

techniques (SAXS and WAXS) are vital methods for elucidating the structure of 2D PMI materials, which 

typically do not form 3D single crystals. Furthermore, single crystal data would not necessarily replicate 

the assembly state in solution, hence in situ solution WAXS experiments are of primary interest for 

studying such materials as it removes the risk of structural modifications caused by environment change. 

The development of X-ray scattering theory-based models will allow for an improved understanding of 

the crystal structures of self-assembled 2D-nanostuctures and facilitate the discovery of photocatalytic 

scaffolds with superior properties.  
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Figure 3.2.  Schematic depiction of molecular and nano-structure of PMI system along with its catalytic 
efficiencies for various substituent groups. (Here turnover number (TON) is defined as the number of 
moles of H2 produced divided by the number of moles of the catalyst ([Mo3S13]2-) for 18 hours of 
irradiation. TOF is defined as TON / time of the irradiation). 

Figure 3.3. Hierarchy of structural scales affecting catalytic efficiency of PMI nanostructures. 
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In next section (3.2) we develop a scattering theory formalism and couple it with a simple geometrical 

model for the PMI molecules. We apply the formalism to a particular PMI chromophore: 9-methoxy-N-

(sodium hexanoate) perylene-3,4-dicarboximide13 (MeO-PMI). Nanostructures formed by MeO-PMI 

exhibit fairly complex WAXS patterns. This generally applicable method fully reproduces the measured 

diffraction patterns, including the asymmetric line-shapes for the Bragg reflections and yields the 

molecular packing arrangement within a 2D crystal structure with a remarkable degree of detail. We find 

an approximate edge-centered herringbone structure for the PMI fused aromatic rings and ordering of 

the carboxypentyl chains above and below the nanosheets. Such a packing arrangement differs from the 

more symmetric face-to-face orientation of the unsubstituted PMI rings. This structural difference is 

correlated to our measurement of the reduced catalytic performance of MeO-PMI nanosheets as 

compared to the mesoscopically similar unsubstituted PMI assemblies. Furthermore, we investigate the 

light harvesting capacity and photocatalytic activity of this molecular assembly in solution with a 

transition-metal based catalyst. In Section 3.3 we will refine our model and apply it to various other PMI 

assemblies, some of which exhibit exceptionally high catalytic yields.  

3.2. Investigation of MeO-PMI 

3.2.1. Experimental Methods 

Synthesis and catalysis. MeO-PMI was synthesized by Buchwald-Hartwig type coupling of 9-bromo-N-

(methyl hexanoate)perylene-3,4-dicarboximide with dry methanol with subsequent hydrolysis by sulfuric 

acid (see Appendix A, 8.1). See Appendix A, 8.2 for Na2[Mo3S13]·5H2O synthesis and Appendix A, 8.3 for 

hydrogen production experiments. All chemical synthesis and hydrogen production experiments were 

performed by Adam Dannenhoffer. 
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Wide-angle X-ray scattering (WAXS) and small-angle X-ray scattering (SAXS). X-ray measurements 

were performed at the DuPont-Northwestern-Dow Collaborative Access Team (DND-CAT) 5ID-D station 

at the Advanced Photon Source (APS).  An X-ray energy of 12.00 keV corresponding to a wavelength of 

1.033 Å was selected using a double-crystal monochromator.  Data was collected simultaneously across 

three Rayonix CCD detectors.  Sample to detector distances were 201 mm for WAXS, 1013 mm for MAXS, 

and 8500 mm for SAXS. The scattered intensity was recorded in the interval 0.002 < q < 3.147 Å-1. The 

wavevector transfer is defined as q = (4π/λ) sin(2θ/2), where 2θ is the scattering angle. Exposure time 

was 1 second. Samples of 7.25 mM MeO-PMI were oscillated with a syringe pump during exposure to 

prevent beam damage. Background samples containing water or 50 mM NaCl were also collected in order 

to perform background subtractions. 

Grazing-incidence wide-angle X-ray scattering (GIWAXS). Data was collected at APS station 8ID-E.  The 

beam energy was 7.35 keV, sample-to-detector distance 212 mm, and the incident angle 0.2°.  Samples 

were prepared by drop-casting 30 µL of MeO-PMI (7.25 mM) solution onto a clean glass substrate. The 

solutions were allowed to dry in air overnight. X-ray scattering was measured using a Dectris Pilatus 1M 

detector. 2D data were processed using GIXSGUI.14  Pixel-by-pixel corrections have been applied for 

Pilatus and Rayonix detectors: 𝐼𝐼𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑠𝑠𝑒𝑒𝑑𝑑 = 𝐼𝐼𝑟𝑟𝑠𝑠𝑟𝑟 ⋅ 𝐸𝐸𝑚𝑚𝐸𝐸𝑑𝑑𝐹𝐹𝐶𝐶𝑠𝑠𝑃𝑃−1, where 𝐸𝐸𝑚𝑚 and 𝐸𝐸𝑑𝑑 are medium and 

detector efficiency correction (which includes absorption correction),  flat-field correction 𝐹𝐹 removes 

sensitivity variation among the pixels, 𝐶𝐶𝑠𝑠 is the solid angle correction, 𝑃𝑃 is the polarization correction, 

which is horizontal in these experiments.   

Atomic force microscopy (AFM). AFM characterization was performed at Northwestern’s NUANCE 

Facility using a Bruker Dimension ICON atomic force microscope at ambient conditions. Tapping mode 

was utilized with single-beam silicon cantilevers with nominal oscillation frequency of 300 kHz. Solutions 

of 7.25 mM MeO-PMI were spin-coated (10 µL) on freshly cleaved mica substrates at 2000 rpm.  
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Ultraviolet – Visible Absorbance Spectroscopy. Absorbance spectroscopy on chromophore amphiphile 

(CA) solutions (7.25 mM) was performed at the NUANCE Facility in a 0.05 mm path length, closed 

demountable quartz spectrophotometer cell (Starna Cells) using a Shimadzu UV-1800 

Spectrophotometer.  

Cryogenic transmission electron microscopy (Cryo-TEM). Cryo-TEM imaging was performed on a JEOL 

1230 microscope at the NUANCE Facility, operating at 100 kV. A 6.5 µL droplet of 8.7 mM MeO-PMI was 

placed on either a lacey carbon copper grid or C-flat grid (CF-4/2-4C-25, Electron Microscopy Science). The 

grid was held by tweezers mounted on a Vitrobot Mark IV equipped with a controlled humidity and 

temperature environment. The temperature was set to 24°C and humidity was held at 90%. The specimen 

was blotted and plunged into a liquid ethane reservoir cooled by liquid nitrogen. The vitrified samples 

were transferred to a Gatan 626 cryo-holder through a cryo-transfer stage cooled by liquid nitrogen. 

During observation of the vitrified samples, the cryo-holder temperature was maintained below -180°C. 

The images were recorded with a CCD camera.  

3.2.2. Results and Discussion 

MeO-PMI is bright red and fluorescent when dissolved in disassembling organic solvents such as DCM 

or DMSO, but appears brownish after assembly in water (Figure 3.4A). The absorbance of the monomer 

shows a broad featureless band centered around 520 nm, which undergoes a significant blue shift in water 

indicating the formation of a strongly H-aggregated species (Figure 3.4B, see also Appendix A, Figure 8.7). 

AFM imaging of MeO-PMI spin-coated on a freshly cleaved mica from aqueous solution reveals the 

presence of well-defined nanosheets with widths on the order of 100 nm and heights of roughly 2.0 nm 

(Figure 3.4C, D). Cryogenic transmission electron microscopy (cryo-TEM) confirms the sheet morphology 
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(Figure 3.4E). Solution SAXS data (Figure 3.4F) has a Porod slope of -2, characteristic of 2D objects2, 15, and 

minima corresponding to a 2.1 nm thickness, consistent with the AFM results.  

 

Figure 3.4. A) Pictures of vials containing 1 mM MeO-PMI monomer dissolved in DMSO (left), and 
assembled nanostructure in water (7.25 mM, right). B) Normalized UV-Vis absorbance spectra for MeO-
PMI in DMSO (1 mM) blue, and in water (7.25 mM) red. C) AFM height mode image of MeO-PMI spin-
coated from 8.7 mM aqueous solution onto freshly cleaved mica. D) Height line cut of AFM image in c 
(blue line). E) Cryo-TEM of 8.7 mM aqueous solution. F) SAXS data with Porod analysis and minima sensing 
the thickness of the nanosheets.  

 
To evaluate the potential catalytic activity of MeO-PMI nanosheets, proton reduction samples were 

prepared by addition of a cationic polymer (polydiallyldimethylammonium chloride) to an 8.7 mM 

aqueous solution. A solution of sacrificial electron donor (1.7 M ascorbic acid) and 3.5 μM Na2[Mo3S13] · 

5H2O catalyst were added. The samples were subsequently purged with argon for 10 minutes and placed 

on an illumination source for 18 hours. The headspace of each vial was examined using gas 
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chromatography to determine the amount of hydrogen gas produced. The MeO-PMI produced 0.62 

μmoles of H2, which corresponds to a catalyst turnover number (TON) of 178 ± 75. MeO-PMI samples 

were compared to the previously studied system of unsubstituted PMI amphiphile which produced 5.85 

μmoles of H2 under the same experimental conditions, corresponding to an order of magnitude more H2 

produced and a TON of 1695 ± 3145. We attribute this difference in hydrogen production ability between 

PMI and MeO-PMI to different crystal structures formed by each species, as discussed later. It is known 

that the crystal packing of these photocatalytic materials greatly influences the hydrogen production by 

changing the materials ability to support long-lived excited states6. As such it is important to determine 

the different crystal structures adopted by various substituted and unsubstituted PMIs with a high degree 

of accuracy to better understand their effect on the material properties.  

MeO-PMI nanosheets form 2D crystal lattices in freshly prepared solutions even without the addition 

of charge screening ions. This is a behavior different from the amphiphile with no substituent at the 9 

position5 and can be attributed to a substantially larger electric dipole moment for the MeO-PMI 

monomer (see below). 2D MeO-PMI nanosheets exhibit multiple diffraction features both in the ex situ 

grazing incidence wide angle X-ray scattering (GIWAXS) of the drop-cast films on glass substrates, as well 

as in solution WAXS experiments. We develop a model, which reproduces all peaks in the GIWAXS and 

the WAXS diffraction patterns in peak position and intensity. Furthermore, the analysis replicates the 

asymmetric line shapes for the diffraction peaks from PMI assemblies in solutions, observed via WAXS. 

The unusual asymmetric peak shape was previously observed for diffraction from graphite flakes with 

small surface absorbed molecules, and is a characteristic for randomly oriented 2D crystals16-19. Our 

method extends the WAXS analysis to the case of assembly of large, complex molecules and allows 

extraction of structural information with a remarkable degree of detail not previously possible. It should 

be noted that solution WAXS contains all the information to reconstruct the 2D crystal structure and 
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analysis can be applied to it standalone, independent of the GIWAXS. We will proceed with the analysis 

of both cases in sequence.      

PMI nanosheets lack the rigidity of 3D crystallites, making atom-by-atom diffraction refinement 

unfeasible. However, we demonstrate that it is possible to use slab models, which emulate reasonably 

well both the electron density distribution of the lattice basis, and degrees of freedom of modified PMI 

molecule. This assumption validates itself with excellent fits to the experimental data. As will be shown 

below, the identified structure is not what one would expect by simply juxtaposing 𝜋𝜋-𝜋𝜋 stacked PMI 

molecular threads side-by-side in rows, but rather an edge-centered herringbone lattice bearing 

resemblance to other organic herringbone structures observed in thin film20 and single crystal 

diffraction21-24.  

The GIWAXS pattern of a drop-cast sample manifests rods parallel to the 𝑞𝑞𝑧𝑧 axis (Figure 3.5A), a 

distinctive feature of 2D crystals lying flat on a substrate with crystal domains having an azimuthal 

rotational randomness. Intense spots along the 𝑞𝑞𝑧𝑧 axis (centered at 𝑞𝑞𝑟𝑟 = 0) indicate multilayering with a 

period of 20.6 Å (Figure 3.5A), close to the height of a single sheet revealed by AFM (Figure 3.4D) and 

SAXS minima (Figure 3.4F). The number of layers in a single specular domain, estimated by the Scherrer 

equation, is N = 6. However, this spacing period is dependent upon the evaporation conditions of drop-

casting, and has been observed to vary between 20-25 Å. Spin-casting, which efficiently removes the 

water between the layers, yields a value of 20.5 Å (see Appendix A, 8.5). 
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Figure 3.5. A) GIWAXS reciprocal space data of drop-cast dry sample. 𝑞𝑞𝑧𝑧 is the out-of-plane component of 

the scattering vector and the in-plane component is 𝑞𝑞𝑟𝑟 = �𝑞𝑞𝑥𝑥2 + 𝑞𝑞𝑦𝑦2 . B) Reciprocal space schematic 

representation of a form factor (red cylinder) at a particular reciprocal lattice vector �⃗�𝐺𝑖𝑖. Parallelogram 
outlined by dashed blue lines represents unit cell in reciprocal space. 

 
The diffraction condition for a particular reciprocal lattice vector �⃗�𝐺𝑖𝑖  is depicted on Figure 3.5b. The red 

cylinder shows schematically the Fourier transform of the electron density of the sheet in reciprocal space 

at a 2D lattice vector 𝐺𝐺𝑖𝑖.  Non-zero diffraction intensity results when scattering vector �⃗�𝑞 intersects the 

cylinder (generalized Laue condition). The diameter and height of this cylinder are restricted 

correspondingly by the domain size and the component of the form factor along the normal 𝑛𝑛�⃗  to the sheet 

(ℎ is the height of the sheet). The latter gives rise to the rods in GIWAXS. To enforce rotational randomness 

of drop-cast sheets around normal 𝑛𝑛�⃗ , integration of intensity needs to be carried out only over azimuthal 

angle 𝜙𝜙 of vector �⃗�𝑞, as rotation of the lattice at fixed �⃗�𝑞 is equivalent to fixing the lattice and rotating the 

vector �⃗�𝑞. On the other hand, in solution WAXS, spherical randomness of nanosheets requires averaging 

over the solid angle (i.e. both over azimuthal and polar angles) which results in a mapping of the 2D 

GIWAXS information onto 1D diffraction pattern and coupling of lateral and specular information.   

A       B 
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We start with formalizing the model for the GIWAXS data from the nanosheets. The in-plane line-cut 

through the data (Figure 3.6B, red line) at 𝑞𝑞𝑧𝑧 ≈ 0, where the scattering vector �⃗�𝑞 lies in the plane of the 

nanosheets, is only sensitive to the 2D projection of the (electron density) structure. From the 

experimental peak positions, the 2D lattice is determined to be oblique with lattice parameters 𝑎𝑎 =

12.41 Å, 𝑏𝑏 = 8.95 Å and 𝛾𝛾 = 89.5𝑐𝑐 for MeO-PMI (see Appendix A, 8.4).  From the assigned hk Miller 

indices (vertical dashed lines in Fig. 3b) one can see that peaks differing only in the sign of their h×k 

product (e.g. 3 1 and 3�  1) have a small q separation. This small peak splitting would disappear if the unit 

cell were rectangular. However, fixing 𝛾𝛾 at 90° causes a 50% increase to the value of 𝜒𝜒2 generated by the 

numerical fitting procedures described below. 

As depicted in Figure 3.6a the width of an individual PMI molecule is 6.6 Å, while the estimate of 𝜋𝜋-𝜋𝜋 

stacking distance25 is ~4 Å.  This together with the lattice constants indicates that the basis (Figure 3.6C) 

of the 2D crystal structure (Figure 3.6D) consists of four molecules. After determining the lattice 

parameters from the peak positions, deducing the 2D crystal structure then reduces to the task of 

establishing the arrangement of molecules in the basis from analyzing the intensities and line shapes of 

the set of diffraction peaks.  

The in-plane scattered intensity can be written in a form of the following integral (eq. 2.8): 

𝐼𝐼(𝑞𝑞) ∝�� 𝑒𝑒−
1
2𝜎𝜎2�𝑞𝑞�⃗ −�⃗�𝐺𝑖𝑖�

2

|𝐹𝐹(�⃗�𝑞)|2𝑑𝑑𝜙𝜙
2𝜋𝜋

0𝑖𝑖

(3.1) 

where 𝐹𝐹 is the form factor of the basis projected onto the plane of the nanosheet, and the summation is 

over reciprocal 2D lattice vectors �⃗�𝐺𝑖𝑖. The latter is easily expressed in terms of unit cell parameters 𝑎𝑎, 𝑏𝑏, 

and 𝛾𝛾. The first factor of the integrand is a result of a Gaussian approximation to the sum over repeated 

unit cells within a single domain, and is characterized by the spread 𝜎𝜎, which is inversely proportional to 



42 
 
the domain size3. This factor imposes the in-plane width constraint in reciprocal lattice (diameter of the 

red cylinder in Figure 3.5B). For the mesoscale PMI assemblies in our case, 𝜎𝜎 is small. Therefore, the form 

factor of the molecule, with all dimensions less than 2 nm, does not substantially vary in the relevant 

integration space and can be pulled out of the integral, which then can be resolved analytically, yielding: 

𝐼𝐼(𝑞𝑞) ∝ 2𝜋𝜋�  𝑒𝑒−
1
2𝜎𝜎2�𝑞𝑞

2+𝐺𝐺𝑖𝑖
2�𝐵𝐵0 �

𝑞𝑞 𝐺𝐺𝑖𝑖
𝜎𝜎2

� �𝐹𝐹��⃗�𝐺𝑖𝑖��
2

𝑖𝑖

(3.2) 

where 𝐵𝐵0(𝑥𝑥) is the modified Bessel function of the first kind. Since  𝑞𝑞 𝐺𝐺𝑖𝑖
𝜎𝜎2

≫ 1 for almost all of the WAXS 

region, an asymptotic expansion for the Bessel function, 𝐵𝐵0(𝑞𝑞)
𝑧𝑧→∞
�⎯� 𝑒𝑒𝑧𝑧

√2𝜋𝜋𝑧𝑧
  , can be used, resulting in:  

𝐼𝐼(𝑞𝑞) ∝�
𝜎𝜎

�𝑞𝑞 𝐺𝐺𝑖𝑖
𝑒𝑒−

1
2𝜎𝜎2(𝑞𝑞−𝐺𝐺𝑖𝑖)2�𝐹𝐹��⃗�𝐺𝑖𝑖��

2

𝑖𝑖

(3.3) 

Since lattice vibrational effects in 2D systems make the Lorentzian distribution a better descriptor of 

the peak shape than Gaussian,26-27  we recast expression (3.3) as: 

𝐼𝐼(𝑞𝑞) ∝�
𝜎𝜎

�𝑞𝑞 𝐺𝐺𝑖𝑖
⋅

1

1 + (𝑞𝑞 − 𝐺𝐺𝑖𝑖)2
𝜎𝜎2

⋅ �𝐹𝐹��⃗�𝐺𝑖𝑖��
2

𝑖𝑖

(3.4) 

The Lorentz factor 1
�𝑞𝑞 𝐺𝐺𝑖𝑖

 plays a significant role in WAXS data fitting when the q-range is large.  

To construct a parametrized projected form factor 𝐹𝐹 for basis we model each of the four PMI molecules 

with two rectangular solid boxes, a thin plate for the fused rings28 and an narrow rod for the carboxypentyl 

chain pinned to the center of the  top side of the plate. The form factors for the projections of the plate 

and chain oriented with their longer projected sides along the x-axis (i.e. side 𝑎𝑎 of the unit cell) are 

correspondingly: 
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𝑓𝑓𝑝𝑝��⃗�𝑞, 𝑙𝑙𝑝𝑝� = 𝑛𝑛𝑝𝑝 𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐 �
𝑞𝑞𝑥𝑥𝑙𝑙𝑝𝑝,𝑥𝑥

2 �𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐 �
𝑞𝑞𝑦𝑦𝑙𝑙𝑝𝑝,𝑦𝑦

2 � (3.5𝑎𝑎) 

𝑓𝑓𝑐𝑐��⃗�𝑞, 𝑙𝑙𝑐𝑐� = 𝑛𝑛𝑐𝑐  𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐 �
𝑞𝑞𝑥𝑥𝑙𝑙𝑐𝑐,𝑥𝑥

2
� 𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐 �

𝑞𝑞𝑦𝑦𝑙𝑙𝑐𝑐,𝑦𝑦

2 � 𝑒𝑒
𝕚𝕚𝑞𝑞𝑥𝑥𝑙𝑙𝑠𝑠.𝑥𝑥
2  (3.5𝑏𝑏) 

where 𝑛𝑛𝑝𝑝 and 𝑛𝑛𝑐𝑐 are correspondingly the total number of electrons in the plate and carboxypentyl chain, 

𝑙𝑙𝑝𝑝 and 𝑙𝑙𝑐𝑐 are the corresponding sizes of sides. Each of the four plates and rods are given an individual 

rotational angle 𝛼𝛼𝜏𝜏 around the normal 𝑛𝑛�⃗  to the 2D lattice sheet, which in the case of the rod, models the 

rotational freedom of the carboxypentyl group about the C-N 𝜎𝜎 bond. The fitted width of the plate 

indirectly accounts for the possible tilt of the molecule (polar angle to 𝑛𝑛�⃗ , Figure 3.5B). Hence, the basis 

form factor can be written in the following general form:  

𝐹𝐹(�⃗�𝑞) =  �𝑓𝑓𝑝𝑝�𝑅𝑅��−𝛼𝛼𝑝𝑝,𝜏𝜏��⃗�𝑞, 𝑙𝑙𝑝𝑝� ⋅ 𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑟𝑟𝜏𝜏
4

𝜏𝜏=1

+ �𝑓𝑓𝑐𝑐�𝑅𝑅��−𝛼𝛼𝑐𝑐,𝜏𝜏��⃗�𝑞, 𝑙𝑙𝑐𝑐� ⋅ 𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑟𝑟𝜏𝜏
4

𝜏𝜏=1

(3.6) 

where 𝛼𝛼 is the rotation angle of each individual plate and chain around the normal 𝑛𝑛�⃗ , 𝑅𝑅� is the 2D 

orthogonal rotation matrix around normal 𝑛𝑛�⃗ , 𝑞𝑞𝜏𝜏 are the positions of four molecules of the basis with 

respect to the origin of the latter. Ab-initio DFT (B3LYP) optimization with 6-31G basis for the plate (MeO-

PMI with carboxypentyl group replaced by methyl; see Appendix A, 8.9) indicates a large dipole moment 

of 8.6 D, thereby strongly favoring an anti-parallel arrangement of neighbors. As a comparison, an 

amphiphile with no substituent at the 9 position has a dipole moment of 6.7 D. This effect is due to the 

electron donating ability of the methoxy group to the aromatic system.  

The obtained analytical expression for the scattering intensity (eqs. 3.4 and 3.6) facilitates numerical 

fitting procedures by allowing deployment of not only local, but also global optimization techniques, such 

as Random Search29 and Differential Annealing30 methods. Figure 3.6B shows the fit to the experimental 
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data with rotational angles and plate width as the sought out fitting parameters (the sides of the rods 

were fixed to be 1.8 Å (the H-H distance) and 4.8 Å (the projected length of carboxypentyl chain)).  

 

 

Figure 3.6. A) T-shape projection model of the MeO-PMI. Red arrow indicates dipole moment. B) in-plane 
line-cut of GIWAXS data and model fit to the data with R2 = 0.952. (See Figure A9 for log plot.) Miller 
indices of diffraction peaks are also shown. Blue dashed line indicates the difference between data and 
model fit. It is offset for clarity. C) Projection of the basis onto the plane of the 2D sheet with selected 
parameters values determined from the analysis. Longer outlined rectangles represent the perylene fused 
rings, solid rectangles the carboxypentyl chain above the 2D plane and faded rectangles below, D) 
idealized unit cell with solid and dashed wedges representing carboxypentyl chains above and below the 
plane of the sheet, correspondingly, E) tilt angles of 𝜋𝜋-𝜋𝜋 stacked perylenes (longitudinal and transverse 
shifts are not shown). 
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Figure 3.6C depicts the obtained angles and plate width. Figure 3D shows the idealized unit cell where 

inferred angles were equalized within ±10o margin to demonstrate the closest most symmetric 2D lattice, 

which for the plates is an edge-centered herringbone structure. The inferred 𝜋𝜋-𝜋𝜋 stacking distance and 

transverse shift are both 3.2 ± 0.2 Å (Figure 3.6D, orange and purple arrows, respectively). Moreover, the 

chains themselves arrange in symmetric lattices both above and below the plane of the sheet. This latter 

ordering further manifests itself in a spot on the GIWAXS pattern (Figure 3.5A) at 𝑞𝑞𝑟𝑟 = 0.5 Å−1,𝑞𝑞𝑧𝑧 =

0.45 Å−1, corresponding to in-plane spacing 2𝜋𝜋
0.5

= 12.6 Å and polar angle 𝑡𝑡𝑎𝑎𝑛𝑛−1 �0.45
0.5
� = 42°, in good 

agreement with 𝑎𝑎 = 12.4 Å and 180°-∠N-C-(C4H8COO-) = 45° (Figure 3.6A,D, see Appendix A, 8.8). 

Carboxyalkyl chains can affect the geometry of approach of the catalyst to the stacked aromatic rings, 

which carry the propagating photogenerated electrons.  

Simpler models, which either do not take chains into account or fix chain-plate angles, fail to reproduce 

the combined intensity of the (31) and (3�1) peaks (see Appendix A, 8.12 and 8.13). The emergence of a 

faint rod at 𝑞𝑞𝑟𝑟 = 0.25 Å−1 in Figure 3.5A, corresponding to a doubling of lattice constant 𝑎𝑎, indicates a 

small distortion that if accounted for would result in further doubling of the basis. However, our model 

does not consider these effects to avoid overfitting with too large of a number of parameters. 

The obtained projected width of 9.1 Å is significantly larger than the actual 6.6 Å width of PMI as a 

result of tilting of the molecule. The computed tilt angle from geometrical sizes of the molecules, is 15.6°, 

therefore the rotational angle between two stacked molecules is 31° (Figure 3.6E) which is in good 

agreement with single crystal diffraction and computational results on cognate compounds25, 31-33 (see 

Appendix A, 8.8). 

Compared to the above described GIWAXS, the peaks in the solution WAXS experiments for 2D lattices 

exhibit only slightly shifted peak positions, but have characteristic asymmetric line-shapes arising from 
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the 3D randomness of the orientation of the nanosheets26 (Figure 3.7). This is mathematically equivalent 

to solid angle averaging of rods located at 2D reciprocal lattice vectors �⃗�𝐺𝑖𝑖. Figure 3.5B gives a qualitative 

understanding of the phenomenon: as the magnitude of �⃗�𝑞 increases, the |�⃗�𝑞| = 𝑐𝑐𝑐𝑐𝑛𝑛𝑠𝑠𝑡𝑡 sphere intersects 

the non-zero form factor region (red cylinder, 𝑞𝑞𝑚𝑚𝑖𝑖𝑛𝑛) and scattering intensity starts to rise sharply as both 

the form factor (due to movement toward the reciprocal lattice point �⃗�𝐺𝑖𝑖) and the surface area cut by the 

cylinder increase. The width of the rise, which is of the order of 𝜎𝜎 contains the information regarding the 

domain size. After passing the maximum point (which is not necessarily at 𝐺𝐺𝑖𝑖  because of the combination 

of the mentioned two factors), a long tail emerges, even beyond 𝐺𝐺𝑖𝑖 + 𝜎𝜎, as there are still corners of the 

cylinder with higher 𝑞𝑞𝑧𝑧 values that intersect the |�⃗�𝑞| = 𝑐𝑐𝑐𝑐𝑛𝑛𝑠𝑠𝑡𝑡 sphere. Therefore, the decrease of scattered 

intensity in the tail is both due to moving away from the 𝐺𝐺𝑖𝑖  position as well as the reduced form factor at 

higher 𝑞𝑞𝑧𝑧. It is possible to show that peak shift and high-q tail width are non-linear combinations of ℎ and 

𝜎𝜎, with only a weak dependence on 𝐺𝐺𝑖𝑖  (see Appendix A, 8.7). Spherically averaged intensities for solution 

WAXS can be expressed as: 

𝐼𝐼(𝑞𝑞) ∝�� �𝑒𝑒−
1
2𝜎𝜎2�𝑞𝑞�⃗ −�⃗�𝐺𝑖𝑖�

2

|𝐹𝐹(�⃗�𝑞)|2 sin𝜃𝜃 𝑑𝑑𝜃𝜃𝑑𝑑𝜙𝜙
𝜋𝜋

0

2𝜋𝜋

0𝑖𝑖

(3.7) 

where angle 𝜃𝜃 is the polar angle of �⃗�𝑞 with respect to normal 𝑛𝑛�⃗ . If in solution there is a preferential 

orientation of nanosheets (e.g. because of solvent flow through a narrow capillary) the integration range 

of 𝜙𝜙 and 𝜃𝜃 would be arcs (possibly weighted) smaller than 2𝜋𝜋 and 𝜋𝜋, respectively. However, by assuming 

that the domains are sufficiently large, the exponential factor will essentially confine the non-vanishing 

region of the integrand within the tight vicinity of the reciprocal lattice vector, thereby allowing the 

extension of the integration limits to those in eq. (3.7). Within that region the in-plane variation of the 

form factor 𝐹𝐹 can be neglected, resulting in: 
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𝐼𝐼(𝑞𝑞) ∝�� �𝑒𝑒−
1
2𝜎𝜎2�𝑞𝑞�⃗ −�⃗�𝐺𝑖𝑖�

2

�𝐹𝐹��⃗�𝐺𝑖𝑖, 𝑞𝑞𝑧𝑧��
2

sin𝜃𝜃 𝑑𝑑𝜃𝜃𝑑𝑑𝜙𝜙
𝜋𝜋

0

2𝜋𝜋

0𝑖𝑖

(3.8) 

We carry out the 𝜙𝜙 integration as before, reducing the integral to only an integration over 𝜃𝜃. The out-

of-plane resolution of solution WAXS does not allow refinement of density profile along the normal 𝑛𝑛�⃗  in 

sufficient detail to distinguish between the perylene plate and carboxypentyl chain, hence one can use a 

single slab model to describe the electron density profile along the normal 𝑛𝑛�⃗  , which is a simple 𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐 

function in reciprocal space as in eqs. (3.5). This simplifying assumption decouples projected and normal 

components of the form factor, resulting in: 

𝐼𝐼(𝑞𝑞) ∝��𝐹𝐹∥��⃗�𝐺𝑖𝑖��
2
� 𝑒𝑒−

1
2𝜎𝜎2(𝑞𝑞 sin𝜃𝜃−𝐺𝐺𝑖𝑖)2

𝜋𝜋

0

𝜎𝜎�
2𝜋𝜋 sin𝜃𝜃
𝐺𝐺𝑖𝑖𝑞𝑞

|𝐹𝐹⊥(𝑞𝑞 cos𝜃𝜃)|2𝑑𝑑𝜃𝜃
𝑖𝑖

(3.9) 

where 𝐹𝐹∥ is given by eq. (3.6) and 𝐹𝐹⊥(𝑞𝑞) = 𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐 �𝑞𝑞 ℎ
2
� where ℎ is the electron density weighted height of 

the sheet. The integration in eq. (3.9) can be performed numerically by using algebraic summation 

procedure to make it computationally efficient for multi-parameter fitting (see Appendix A, 8.9). Figure 

3.7A shows the fit to the solution WAXS experimental curve for MeO-PMI. The obtained angles are in 

agreement with our GIWAXS analysis, however the lattice is slightly larger: 𝑎𝑎 = 12.88 Å, 𝑏𝑏 = 9.24 Å,

𝛾𝛾 = 89.8𝑐𝑐 which can be attributed to electrostatic screening of charges and dipoles in water and 

increased entropy of the system. 
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The domain size estimate, by the Scherrer formula3, for the sheets in solution is substantially larger 

than that in drop-cast form, 456 Å vs 274 Å, pointing to a high level of stability of MeO-PMI 2D sheets in 

solution. The fitted thickness of the sheet is 14 Å, a value smaller than 21 Å obtained by SAXS and GIWAXS. 

This is due to the fact that carboxypentyl chains are half as dense in numbers per unit area on each side 

of the sheet because of anti-parallel geometry of perylene plates (WAXS senses electron density weighted 

average height in our model), and also due to the hydrated cationic counterion spacer in-between the 2D 

layers which is present in drop-casted film for GIWAXS, but is not crystallographically correlated with the 

2D lattice to make it contribute to solution WAXS. Overall, the presented general approach for 2D 

molecular crystals reveals the molecular packing in the MeO-PMI assemblies. In particular, we show that 

the fused aromatic ring plates pack in an edge-centered herringbone lattice, which is substantially 

different from the face-to-face packing arrangement of these planes in assembly of unsubstituted PMI. 

A            B 

  

Figure 3.7. A) Solution WAXS experimental and fitted curves with peaks indexed for full range of q values. 
B) Expanded view of the (11) peak along with the fit.  
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This difference is likely the origin of the reduced hydrogen production in the presence of MeO-PMI as 

compared to the case of unsubstituted PMI, as discussed next.   

The general principle of the photoactivity of the PMI-based assemblies involves absorption of a photon 

to create a bound electron-hole pair on the same molecule [Frenkel exciton (FE)], which subsequently 

undergoes charge separation such that the electron and hole reside on different molecules (Figure 3.8). 

The hydrogen production is mediated by the relocation of the photogenerated electrons via these charge 

separated excitons to the proton reducing catalyst (Na2[Mo3S13]·5H2O). The charge transfer between 

adjacent PMI molecules depends upon the extent of nearest neighbor HOMO-HOMO and LUMO-LUMO 

overlaps, which are quantified by the charge transfer integrals for electron and hole, 𝑡𝑡𝑒𝑒 and 𝑡𝑡ℎ.6, 34-35 The 

distortions from the face-to-face parallel stacking (unsubstitued PMI) to the tranversely shifted nearest 

neighbor arrangements (MeO-PMI) should render these overlap integrals small, and possibly of opposite 

signs, thereby also reducing the width of charge separated (CT) band of states which is of the order of 

4|𝑡𝑡𝑒𝑒 + 𝑡𝑡ℎ|. Furthermore, the narrow and blue shifted peak in the UV-vis spectrum (Figure 3.4b), which is 

without accompanying red shifted secondary peak, in contrast to PMI, suggests that the ratio of the 

energy separation between FE state and CT band of states to the width 4|𝑡𝑡𝑒𝑒 + 𝑡𝑡ℎ| is larger for MeO-PMI 

than for PMI2. This reduces the mixing between the CT band of states and FE state, thereby preventing 

efficient charge separation and as a consequence, lowers the catalytic activity of MeO-PMI scaffold. 
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Figure 3.8. Graphical illustration of FEs and CTEs in PMI systems. A FE localized at n = 0 is shown in the top 
left corner. This FE can directly couple to a variety of FE and CTE states through the various matrix 
elements Jc, te, and th. For example, the exciton can transfer to site n = 1 via the long-range excitonic 
coupling Jc, as shown in the top right corner. The exciton can also dissociate via the charge transfer 
integrals te and th. As shown in the lower left corner, th facilitates hole transfer to a neighboring site while 
the electron remains at the parent molecule. The analogous processes for electron transfer is facilitated 
by te, as illustrated in the lower right corner. Note that the charge transfer process can repeat to yield 
larger-radius CTEs (reprinted with permission from Hestand, et al. 6).  

 

3.3. Accounting for the second chain 

Existence of the second shorter chain at the 9th position of PMI can further contribute to lattice 

symmetry breaking and doubling of the unit cell, as noted above. To account for this effect, we model the 

short chain as a small sphere with the same number of electrons as the chain itself, placed at a location 

corresponding to the 9th position. To write the form factor of the lattice basis we must first deduce from 

geometrical considerations the coordinates of the attachment point of this chain on the in-plane 

projection of the electron density of tilted PMI molecule (Figure 3.9A and B depict the 2D model of the 

PMI molecule and its projection, respectively). From geometric sizes of rigid PMI plate we can estimate 𝑠𝑠 
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and ℎ (Figure 3.9C and D) as 6.6Å and 10.3Å. In the following derivations we will assume that molecular 

tilt is not very large (typically less than 30o) and therefore drop all second order terms, including the 

product of azimuthal and polar tilts. We can express the tilt angle 𝛾𝛾 through the constants 𝑠𝑠 and ℎ and fit 

parameters 𝑙𝑙 and 𝑤𝑤, as following:  

γ = arcsin l/d − arcsin s/d (3.10) 

where d = √s2 + h2. The shift of the attachment point of the carboxypentyl group with respect to the 

center of the in-plane projection of perylene plate then becomes: ∆s = h/2 sinγ, while the shift of the 

short chain l0 = sf cosγ + h sinγ. From Figure 3.9C we have:  

∆sc = h/2 sin γ+ lw/2 sinαc,τ (3.11𝑎𝑎) 

∆h = l + w/2 cosαc,τ − w/2 (3.11b) 

By using these expressions to account for phase shifts (exponential factors below), we can write the 

form factor of the in-plane projection of PMI electron density (with 𝑥𝑥 axis passing through the plate center 

and aligned parallel to 𝑙𝑙 side) as the following: 

𝑓𝑓𝜏𝜏� �⃗�𝑞, 𝑙𝑙,𝑤𝑤,𝛼𝛼𝑐𝑐,𝜏𝜏� = 𝑛𝑛𝑠𝑠𝑝𝑝𝑒𝑒−𝕚𝕚⋅(𝑙𝑙0(𝑙𝑙)−𝑙𝑙/2)𝑞𝑞𝑥𝑥+𝑖𝑖𝑞𝑞𝑦𝑦𝑟𝑟/2 + 𝑓𝑓𝑝𝑝�𝑅𝑅��−𝛼𝛼𝑝𝑝,𝜏𝜏� ⋅ �⃗�𝑞, 𝑙𝑙,𝑤𝑤� ⋅ 𝑒𝑒𝕚𝕚 ∆𝑠𝑠𝑠𝑠(𝑙𝑙)𝑞𝑞𝑥𝑥+𝑖𝑖∆ℎ(𝑙𝑙,𝑟𝑟)𝑞𝑞𝑦𝑦 (3.12) 

where 𝑛𝑛𝑠𝑠𝑝𝑝 is the number of electrons on the short chain, while 𝑓𝑓𝑝𝑝 is given by expression (3.5c). Expression 

3.6 for the projected form factor of the basis then can be recast as: 

𝐹𝐹(�⃗�𝑞) =  �𝑓𝑓𝜏𝜏�𝑅𝑅�(−𝛼𝛼𝜏𝜏)�⃗�𝑞, 𝑙𝑙,𝑤𝑤,𝛼𝛼𝑐𝑐,𝜏𝜏� ⋅ 𝑒𝑒𝕚𝕚𝑞𝑞�⃗ 𝑟𝑟𝜏𝜏
𝑛𝑛

𝜏𝜏=1

(3.13) 
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where 𝑛𝑛 is the number of molecules in the basis (typically either 1, 2 or 4). Notice, angles 𝛼𝛼𝑐𝑐,𝜏𝜏 of the 

carboxypentyl chains are defined with respect to the long side of the projection of the perylene plate, 

hence they will change accordingly when the entire molecular system is rotated by 𝛼𝛼𝜏𝜏. The final expression 

(3.13) will be used in fitting the model to the experimental data under various restrictions on the 

parameters due to physical considerations.  
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Figure 3.9. A) 3D slab model of the electron density of PMI molecule. Green sphere models the short 
chain, while brown cylinder the carboxypentyl chain, B) in-plane projection of the electron density, 
C) side view of the electron density (solid square corresponds to the attachment point of the 
carboxypentyl group, while the solid circle to the short chain at position 9), D) top view of the model.        
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3.3.1. Applications 

The technique developed above for MeO-PMI and further refined by introduction of the 9th position 

chain model, can be applied to other PMI systems of less complex diffraction pattern. The model best 

reproducing experimental data with minimum number of parameters within physically meaningful 

parameter space have been selected. For the systems presented below, we model the molecule of 

perylene derivative as an orthorhombic slab of uniform density with a rod attached to the center of its 

upper edge, and a point charge on the lower edge at a quarter side distance from a corner of the slab (the 

green sphere on the Figure 3.9A). Slabs were initially oriented with their longest dimension along the z-

axis, perpendicular to the plane of the sheet, and with a free rotational angle about this axis.  The rod 

sizes were fixed so that the projection on xy plane was 4.8 x 1.8Å rectangle. Varying projected sizes of the 

slab itself on xy plane implicitly account for the tilts of the molecule with respect to z axis (Figure 3.9B).  

The basis of the lattice typically consists of four molecules in almost all systems considered in the 

following. Molecules, aligned along the shorter side, were assigned equal rotational angle to ensure π-π 

parallel stacking. The model-based scattered intensity was fitted by the Levenberg–Marquardt algorithm 

to the background subtracted WAXS experimental data to extract the rotational angles, slab projected 

widths and the offset. 

3.3.1.1. HO-PMI 

Though catalytic performance of HO-PMI is similar to MeO-PMI (table in Figure 3.2), its lattice structure 

and molecular packing exhibits higher level of symmetry. This can be immediately inferred from simpler 

diffraction pattern. Figure 3.10 shows the fit to the data which reproduces the diffraction pattern almost 

perfectly. Nanosheets in solution have slightly larger angle between the plate and the carboxypentyl 

chain. This can be attributed to solvent effects as chains are negatively charged. 
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Figure 3.10. WAXS patterns, best fits and inferred molecular packing of HO-PMI. Basis and unit cell are 
depicted for projection of electron density on the plane of the sheet. 

 

3.3.1.2. Alkylamino-PMIs 

We investigate propyl-, isopropyl-, n-pentyl-, and 3-pentyl- amino-PMIs homologs. These systems form 

2D crystals in water even without addition of salt, presumably caused by enhanced dipole moments due 

to the presence of amino group. Their diffraction patterns in solution and on drop-cast dry films exhibit 

substantial differences (Figure 3.11, Figure 3.12). However, it was not possible to identify a single 2D 

lattice that would reproduce the positions of all peaks with an exception of 3-pentylamino-PMI. This might 

be indicative of multiphase system.  

3-pentylamino-PMI had markedly distinct characteristics. Only after annealing did it exhibit diffraction 

features. Figure 3.14 shows the solution WAXS pattern alongside its best fit and the inferred unit cell. We 



55 
 
restricted the angle between the plate and the carboxypentyl chain to be 90o. The obtained 4.9 Å × 7.1 Å 

in-plane projected widths of the perylene plate (parameters 𝑙𝑙 and 𝑤𝑤 in the expression 3.13) (Figure 3.9D) 

indicate 28.5o declination with respect to the normal to nanosheet (polar angle of the plane of the 

nanosheet) (Figure 3.14D) and only negligible tilt towards side a (a = 11.4 Å, b = 7.1 Å, and λ = 106.8o). It 

was possible to grow single crystals of 3-pentylamino PMI with chloroform inclusions by evaporating a 

solution of 3:1 chloroform/methanol.  Figure 3.13 shows the side views of a fragment of the crystal and 

the arrangement of two stacked molecules. This single crystal structure is matching closely the WAXS 

inferred structure, with the only difference being the lack of tilt for the nanoribbons in solution.  

 

Figure 3.11. Solution WAXS patterns of alkylamino-PMIs. Water background scattering is not fully 
subtracted (provided by Adam Dannenhoffer). 
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3-pentylamino PMI upon heating gives rise to a strong red shifted peak in UV-vis spectrum which is 

absent for other alkylamino PMIs. This transition is irreversible, and the peak does not disappear upon 

cooling (Figure 3.15). Theoretical work has attributed this to mixing of charge transfer states (CT) and 

transition dipole moments (TDM)6, 36 and presence of highly mobile excitons able to dissociate and diffuse 

through the nanoribbon.  Hydrogen production was almost 3 times higher for crystalline 3-pentylamino 

PMI compared to all other alkylamino-PMIs (including non-crystalline form of 3-pentylamino PMI), 

reaching TON = 1501±519 (Figure 3.16).  These considerations indicate the importance of molecular 

packing in its effect on TDM/CT mixing and the design of light absorbing supramolecular scaffolds. 

Figure 3.12. GIWAXS patterns for A) propyl, B) isopropyl, C) pentyl, D) 3-pentylamine fresh, E) 3-
pentylamine anneal.  F) Horizontal line-cuts for each data set (provided by Adam Dannenhoffer). 
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Figure 3.14. A) Background subtracted WAXS data and model fits for 3-pentylamine PMI. The model is 
described by a basis set of 4 molecules that occupy a quadrant (parallelogram shown in C) of the oblique 
2D unit cell (C) with lattice parameters a and b being twice the edge lengths of the basis set parallelogram 
shown above. The listed (hk) indices are for a > b.  D) Deduced declination angle of the perylene slab with 
respect to the normal to nanosheet plane.  

A            B 

         

Figure 3.13. Side views of grown single crystal of 3-pentylamino-PMI (orthorhombic symmetry group: 
P b c a; a = 23.97Å, b = 16.51Å, c = 35.32Å).  
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Figure 3.15. Absorbance spectrum of fresh, amorphous 3-pentyl CA (purple trace) in comparison to its 
crystalline form and the other three chromophores. All traces taken at 7.25 mM (provided by Adam 
Dannenhoffer). 

Figure 3.16. Photocatalytic hydrogen evolution experiments for propyl, isopropyl, n-pentyl, fresh 3-pentyl, 
and annealed 3-pentyl nanostructures gelled with poly (diallyl dimethylammonium) chloride in the 
presence of ascorbic acid (sacrificial donor) and a molybdenum sulfur cluster. No H2 was observed if the 
nanostructures, ascorbic acid, or molybdenum cluster was not present. (Provided by Adam 
Dannenhoffer.) 
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3.3.1.3. Phase transition in n-C3H7-PMI 

Thermodynamic stability oftentimes is the guiding force for self-assembly of various organic monomers 

and is well investigated in many systems37-38, especially those relevant in biological setting. However, 

many unanswered questions remain on kinetic barriers of their formation39-42. Existence of certain 

systems can be primarily dictated by kinetic factors43-47. Here we study a rare case of phase transition in 

amphiphilic supramolecular nanostructures48-51, i.e. phase transition of n-C3H7-PMI  (T3-PMI) nanoribbon 

in water52. This compound dissolves in water with formation of red solution of long narrow ribbons 

(~200nm by cryo-TEM), which, upon addition of 50mM NaCl, change the color to pale orange and form 

~400 ± 90 nm long nanoribbons (Figure 3.17A-D). This change is accompanied by transformation of 

featureless solution WAXS pattern to the one with clearly defined asymmetric diffraction peaks (Figure 

3.17E). NaCl reduces the Coulombic repulsion between negatively charged PMI molecules and allows 

crystallization and lateral growth. Gradual heating of the solution to 80oC leads to darkening of the color 

(Figure 3.17B) and alteration of the diffraction pattern (Figure 3.17E). Cryo-TEM reveals a formation of 

nanosheets of scroll morphology (we call it β-phase) (Figure 3.17D). The scrolls manifest themselves in 

oscillations on SAXS curve (Figure 3.18).  
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Figure 3.17. A) Molecular structure of T3-PMI chromophore amphiphile, B) photographs of 7.25 mM T3-
PMI solution with 50 mM NaCl before (left) and after (right) annealing, C) cryo-TEM of 7.25 mM T3-PMI 
with 50 mM NaCl showing ribbons 15 ± 4 nm wide,  D) cryo-TEM of annealed T3-PMI solution revealing 
scrolls of 90 ± 13 nm wide,  E) solution WAXS patterns of freshly dissolved, 50 mM NaCl, and annealed 
solution of T3-PMI,  F) absorbance spectra of freshly dissolved T3-PMI with a maximum at 490 nm and a 
shoulder at 558.5 nm, 50 mM NaCl (α-phase) with a blue shifted absorbance maximum at 420 nm, and 
the annealed (β-phase) with a maximum at 523 nm and a new feature at 565 nm. (Adapted from 
Kazantsev, et al. 52.) 
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Figure 3.18. Solution SAXS and WAXS patterns of 𝛼𝛼- and 𝛽𝛽- phases. Both graphs have Porod slope of -2, 
indicating 2D sheet structure. 

 
This phase transition is irreversible, suggesting that β-phase is thermodynamically more stable than α-

phase (Figure 3.19). In UV-vis spectrum addition of NaCl leads to blue shift (490 nm absorption peak is 

blue shifted to 420nm) which upon annealing red shifts to λmax = 523 nm and a narrower satellite peak at 

565 nm (Figure 3.17F). Interestingly, if annealing is performed in 1mM NaCl, the morphology is helical 

instead of scroll (revealed by AFM and cryo-TEM) which, however, have identical WAXS patterns. Upon 

cooling the helices grow dramatically.  

Hydrogen production with [Mo3S13]2– catalyst53 yields TON in 18h for βhelix- and βscroll- phases equal to 

2600 ± 880 and 1900 ± 530, respectively, while for α-phase only 790 ± 230 TON. Similar TON values for 

βhelix- and βscroll-phases are to be expected as they have identical WAXS patterns, hence identical molecular 

packing. 
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Figure 3.19. A) Variable temperature (VT) X-ray scattering patterns of 7.25 mM T3-PMI solution with 50 
mM NaCl.  Samples were heated at 1°C/min and data collected every minute, B) normalized intensity vs. 
temperature plots for the 8.3 and 16 nm-1 peaks in (A), C) VT absorbance spectra of 50 mM NaCl T3-PMI 
solution in a 50 µm demountable cuvette monitored at 565 nm.  Temperature was ramped at 1°C/min. 
(Adapted from Kazantsev, et al. 52.) 

 
The WAXS peak positions were used to determine the lattice parameters (a, b, and 𝛾𝛾) for the 2D oblique 

unit cells of both phases of T3-PMI. For the 𝛼𝛼-phase a = 8.1Å, b = 4.4Å, 𝛾𝛾  = 122o and for the 𝛽𝛽-phase a = 

7.5Å, b = 4.6Å, 𝛾𝛾  = 121o (Figure 3.20). To subtract background, polynomials were fitted segment-wise to 

the shoulders of peaks to produce a background function that was subtracted from each of the data 
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points.  The background subtracted data is shown in Figure 3.20. As before, this PMI was modeled as an 

orthorhombic slab of uniform density with a rod attached at a right angle (which was fixed during fitting) 

to the center of its upper edge, and a point charge on the lower diametrically opposing edge at a quarter 

side distance from a corner of the slab. The rod and point charge model carboxypentyl and propyl chains, 

respectively. The fitting procedure followed closely to HO-PMI case, with an exception of offset 

introduction, which was one of the fitting parameters.  

The β-phase, however, was only possible to fit with simpler model consisting of slabs without rods. 

This might be indicative of removal of ordering (melting) of carboxypentyl chains during α-phase to β-

phase transition. With chains present the simulated pattern always had a diffraction peak with low q value 

as a result of 4 molecule basis which breaks the symmetry. Melted chains led to higher symmetry as the 

actual basis of β-phase became half of that of 𝛼𝛼-phase. But to preserve consistency of peak indexing 

between two phases we formally assumed four-molecule basis.  The obtained parameters demonstrate a 

herringbone lattice structure for α-phase (Figure 3.20).  

Reasonable fits could also be obtained with edge-centered herringbone structure but only with large 

distortions of π-π parallel alignment. Solution WAXS does not have sufficient resolution to clearly 

distinguish between distorted edge-centered herringbone and herringbone lattices in this system.  

The obtained results clearly demonstrate the transformations in molecular packing taking place during 

annealing. These molecular rearrangements have profound impact on catalytic activity.  
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Figure 3.20. Solution WAXS patterns of 𝛼𝛼- and 𝛽𝛽-phases of T3-PMI along with their fits. Inferred molecular 
packing and mesoscopic morphology are shown as well. 

 

3.4. Summary  

Molecular packing of PMI photocatalytic nanostructures is a key parameter controlling catalytic yield. 

The presented general approach for extracting the molecular packing details in 2D molecular crystals from 

WAXS patterns established the ordering modes of aromatic and chain fragments of various PMI systems. 

The diffraction theory successfully reproduced the asymmetric line-shape of diffraction peaks in solution 

WAXS by incorporating the form factor of the basis, and further yielded the electron density averaged 
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height of the sheet in situ. Herringbone arrangement of aromatic rings was revealed, with various degrees 

of transverse shift and tilt of the molecules. Information on domain size was demonstrated to be 

contained in the low q shoulder of the peaks, while the high q shoulder had a nonlinear coupling of the 

height and domain size. We showed that the diffraction peaks in solution WAXS are shifted from the 

positions of reciprocal lattice vectors. This approach is applicable to crystalline 2D structures both in bulk 

solutions and at interfaces, and is adaptable for testing detailed theory-based atomic-scale models.   
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4. X-ray reflectivity studies of tetrathienoacene based dyes for dye 

sensitized solar cells 

4.1. Introduction 

Efforts have been made since late 1960s to use photoactive dyes as active components in solar cells. 

The guiding paradigm was to utilize semiconductor interfaces of high smoothness for capturing the 

photogenerated electron from photo-excited dye molecule54-57. But even dyes with the best light 

absorbing characteristics, i.e. phtalocyanines and porphyrins, would still result in efficiencies less than 

1%58. The realization that drastic increase in surface area of electron capturing electrode (upon which dye 

monolayers assemble) has a potential to enhance conversion efficiencies by an order of magnitude, led 

to the creation of new systems with substantially higher interface areas59-60. This ultimately resulted in 

the first high efficiency (7-8%) dye sensitized solar cell (DSSC) based on porphyridal ruthenium (II) dye61.  

The key step of this work by O’Regan and Graetzel61 was the creation of high surface area porous TiO2 by 

deposition from a colloidal solution and subsequent annealing to convert TiO2 from amorphous to anatase 

phase which has a suitable bandgap for electron capture into its conduction band. Introduction of new 

metal based complexes further improved the efficiency, currently reaching over 13%62. However, metal 

free dyes have a crucial advantage over transition metal complexes in that they are structurally more 

tunable with broader spectrum of possible molecular designs, thereby in principle allowing synthesis of 

dyes with better characteristics at lesser manufacturing cost63-65. More efforts are necessary to achieve 

this goal as metal free dyes still have lower efficiencies compared to their metal containing counterparts, 

mostly due to large recombinational losses66-67. 
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4.1.1. Operation principle 

The first step of the electron transfer cycle in DSSC (Figure 4.1) involves absorption of a photon by a 

dye molecule which is covalently bound to an electrode (TiO2 in anatase phase). The excited molecule (S*) 

then transfers an electron onto the conduction band of the semiconductor electrode (TiO2). The electron 

passes through the external resistance and returns to the counter-electrode and channels through the 

electrolyte (R/R-, e.g. I-/I3 couple) to the positively charged dye molecule (S+) neutralizing it. This concludes 

the cycle68. 
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Figure 4.1. Operating principle of DSSC (DS TiO2 = dye sensitized anatase electrode). (Adapted from 
Hagfeldt, et al. 63) 

The conversion efficiency of a solar cell is defined through the following expression: 

𝜂𝜂 =
𝑃𝑃𝑚𝑚𝑠𝑠𝑥𝑥

𝑃𝑃𝑖𝑖𝑛𝑛
(4. 1) 

where 𝑃𝑃𝑚𝑚𝑠𝑠𝑥𝑥 is the maximum power of the cell, 𝑃𝑃𝑖𝑖𝑛𝑛 is the intensity of the incident light. A parameter, called 

fill factor, is defined through the open-circuit photovoltage (𝑉𝑉𝑐𝑐𝑐𝑐) and short-circuit current 𝐽𝐽𝑠𝑠𝑐𝑐: 
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𝐹𝐹𝐹𝐹 =
𝑃𝑃𝑚𝑚𝑠𝑠𝑥𝑥

𝐽𝐽𝑆𝑆𝐶𝐶𝑉𝑉𝑐𝑐𝑐𝑐
(4. 2) 

With this parameter, which takes the values between 0 and 1, one can cast the expression of efficiency in 

the following manner: 

𝜂𝜂 =
𝐽𝐽𝑠𝑠𝑐𝑐𝑉𝑉𝑐𝑐𝑐𝑐𝐹𝐹𝐹𝐹
𝑃𝑃𝑖𝑖𝑛𝑛

(4. 3) 

Another characteristic of the cell is the incident photon flux to current conversion efficiency (IPCE): 

𝐼𝐼𝑃𝑃𝐶𝐶𝐸𝐸 =
𝐽𝐽𝑠𝑠𝑐𝑐(𝜆𝜆)
𝑒𝑒 Φ(𝜆𝜆)

(4. 4) 

where 𝑒𝑒 is the elementary charge. 

4.2. Donor-π-acceptor (D-π-A) dye design and TiO2 electrode 

D-π-A organic dyes that we will investigate, feature a hydrophobic electron-donating (triphenylamine 

(TPA)) moiety bridged through the π-conjugated (tetrathienoacene) unit to a hydrophilic electron-

accepting (cyanoacrylic acid) group covalently bound to TiO2 surface.69-77 Absorption of a photon causes a 

jump of the electron from the donor group through the bridge to the low lying energy level of the acceptor 

fragment which then transfers the electron to the conduction band of the TiO2 
71, 77-82. 
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Figure 4.2. Schematic depiction of electron transfer from donor group to TiO2 conduction band upon 
absorption of photon by a dye molecule. 

 
A design of efficient metal-free DSSC should consider all aspects of the cell structure, including both 

the molecular orbital shape and energy levels of individual molecules as well the morphology of dye 

assembly on mesoporous TiO2 spheres. While methods for electronic and conformational study of 

individual molecules are well established, the arrangement of dyes on mesoporous TiO2 surface is difficult 

to investigate with existing techniques. To address this shortcoming, we created a model surface of TiO2 

by atomic layer deposition (ALD) onto freshly cleaned hydrophilic Si wafer. The resulting surface is 

sufficiently smooth (~3-5Å roughness). The amorphous film can then be annealed to convert to anatase 

phase. Dipping it into dye solution and subsequent washing with solvents creates a dye monolayer film 

with low roughness, readily amenable to investigation by X-ray reflectivity (Figure 4.3). Because the 

curvature of mesoporous TiO2 sphere is relatively large compared to the scale of dye molecules, we can 

reasonably assume that our model surface gives a good approximation to the actual electrode surface. 
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Many DSSC dyes do not form strict order, thereby giving no diffraction patterns characteristic to 2D 

lattices. XRR morphological studies therefore are especially relevant in these cases.   
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Figure 4.3. Schematic depiction of various dyes covalently bound to ALD deposited TiO2 on Si/SiOx. 

 

4.3. TTAR dyes 

In our work we will investigate newly synthesizes (by the group of Prof Ming-Chou Chen) dyes with 

tetrathienoacene (TTAR) bridge between triphenylamine (TPA) donor and cyanoacrylic acceptor (A). We 

will insert thiophene rings between the bridge and the donor group, the bridge and the acceptor group 

or both83-85 (Figure 4.4). This extension of 𝜋𝜋-conjugation leads to a decrease in the bandgap but also 

induces conformational changes which, alongside modified intermolecular interactions, affect the 

assembly modes of the dyes on TiO2 surface. We will investigate the packing of these particular dyes by 

XRR on ALD deposited TiO2. Table 4.1 shows the basic parameters of DSSCs built with these dyes. TPA-

TTAR-T-A dye demonstrates the highest efficiency of 10.1%. As it will be revealed below, morphology 

seems to be playing a key role in its high efficiency. 

 



71 
 

N
S

S

S

S

NC COOH

C15H31

C15H31

N

S

S

S

S

NC COOH

C15H31

C15H31

S

N
S

S

S

S
S

NC

COOH

C15H31

C15H31

N

S

S

S

S
S

NC

COOH

C15H31

C15H31

S

TPA-TTAR-A (dye 1) TPA-T-TTAR-A (dye 2)

TPA-TTAR-T-A (dye 3) TPA-T-TTAR-T-A (dye 4)  

Figure 4.4. Structure of TTAR based dyes. 

Table 4.1. Characteristics of TTAR based DSSCs 

Dye VOC (V) JSC (mA/cm2) FF (%) PCE, 𝜼𝜼 (%) 

TPA-TTAR-A (1) 0.946 7.66 65.8 4.76 

TPA-T-TTAR-A (2) 0.893 10.1 68.1 6.15 

TPA-TTAR-T-A (3) 0.833 16.5 73.7 10.1 

TPA-T-TTAR-T-A (4) 0.832 11.8 70.3 6.91 
 

The UV-vis spectra of the four dyes in 1,2-dichlorobenzene (o-DCB) are plotted on Figure 4.5. Two peaks 

correspond to charge-transfer (CT) light absorption and higher energy π-π* transition. The insertion of 

thiophenes induces red-shifts as a result of extension of conjugation. The molar extinction coefficients at 

their absorption maxima are ~3-4 times higher than those of Ru(II) polypyridyl complexes (N719; 1.40 × 

104 M−1cm−1), an efficient metalorganic dye86. This adds to the higher ability of TTAR dyes to harvest light 

compared to N719 (Figure 4.6). HOMO-LUMO bandgap deduced from cyclic voltammogram and optical 

spectrum demonstrate the expected red-shifts (Figure 4.7). Figure 4.7C visualizes the electron density 
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localization of HOMO and LUMO orbitals of all four dye molecules, showcasing the redistribution of 

electron density from TPA moiety onto cyanoacrylic group upon excitation. 

Figure 4.5. UV-vis absorption spectra of TTAR dyes and their corresponding molar absorption coefficients 
measured in o-DCB in concentration of 10-5 M. (Adapted from Zhou, et al. 83.) 

 

N

N

CO2
-

-
O2C

N

N

-
O2C

CO2
-

RuII
NCS

NCS

2-

2[N(n-Bu)4]+

 
Figure 4.6. Structure of N719 dye. 
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Figure 4.7. Electronic structure characterization of organic dyes. A) 𝐽𝐽-𝑉𝑉 curves of dyes 1-4, B) band 
alignment diagram with respect to conduction band of TiO2, where the HOMO levels were determined 
from the onset of first oxidation peak and CV experiments, and LUMO levels are derived from film optical 
bandgap, C) molecular orbital energy diagrams and isodensity surface plots of the HOMO and LUMO for 
the dyes. (Adapter from Zhou, et al. 83.) 

 

4.3.1. Experimental methods 

Si wafer preparation. Si wafers were washed with propanol and placed in heated piranha (98% H2SO4 : 

50% H2O2 = 2:1) on low heat for half an hour. They were retrieved and washed with purified deionized 

water and submerged into 30% hydrochloric acid for 5 minutes and washed again with purified deionized 

water.  

A B 

C 
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ALD deposition of TiO2.  Tetrakis-dimethyl-amido titanium87 was used as a precursor of TiO2 for atomic 

later deposition (ALD). Depending on the desired thickness, appropriate number of cycles were chosen. 

Films with thicknesses less than 15Å had high roughness and are not suitable for XRR studies. Full 

hydroxylation of Si wafer is crucial for obtained smooth thin films of TiO2 (Figure 4.8).  

Figure 4.8. A) and B) AFM images of ALD deposited TiO2 on poorly and well hydroxylated Si wafer. C) 
Lateral inhomogeneity of TiO2 thin film on poorly hydroxylated Si manifests itself as a double layer on XRR 
data. Solid black line is a fit for two slab model. D) XRR data for TiO2 thin film on well hydroxylated Si. Solid 
black line is a fit for a single slab model.   

XRR Measurements83: XRR data were collected on Rigaku Smartlab with standard slits for 300mm 

goniometer. Curves of Rq4 vs q were fitted by Motofit with errorbars including counting, systematic errors 

and edge effect uncertainties for small q region88 (Chapter 2.2). TiO2 thin films ~16-17 Å thick were 

prepared via ALD on Si substrates treated as described above, and subsequently sintered at 500 ⁰C for 2 

hrs under pure oxygen-nitrogen mix (1:4) to obtain anatase TiO2 phase. XRR samples were prepared by 
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immersing the TiO2 coated substrates into THF/EtOH solution (1:1) of dye four dyes and allowed self-

assembly monolayer growth over 24 hours. The substrates were subsequently washed by pure solvents.   

4.3.2. Assembly study of TTAR dyes on Si/SiOx 

We first begin with a study of monolayer morphology of the four TTAR dyes on Si wafer itself (with 

hydroxylated native oxide). All steps would follow the procedures of deposition described above but 

without the ALD deposition step. By comparing the obtained results to those on TiO2 film, we will be able 

to discern the effect TiO2 surface has on the monolayer packing. Figure 4.9A shows the XRR data with their 

best fits and Figure 4.9B the extracted electron density profiles. As one can immediate notice by inspecting 

the density profiles, TPA-TTAR-T-A dye forms the best packed structure, with the lowest footprint (Table 

4.2).  

Figure 4.9. A) XRR data and model fits. The top three curves are vertically offset for purposes of clarity. 
Scattering vector q = 4π sin(2θ/2) / λ.  B) The electron density vs. depth of the sample. 

Table 4.2. Extracted film parameters from XRR data fits for dye films deposited on SI/SiOx.  

Dye Thickness 
(Å) 

Electron 
density, 𝝆𝝆 (e Å-3) 

Roughness of 
Si film (Å) 

Roughness of 
dye coated Si 
substrates (Å) 

Native SiO2 
layer 

thickness (Å) 

Molecular 
footprint (Å2) 

TPA-TTAR-A (1) 7.3 0.39 2.5 2.0 5.0 174 

TPA-T-TTAR-A (2) 11.7 0.36 2.0 4.4 6.2 132 

TPA-TTAR-T-A (2) 11.6 0.41 2.8 4.0 10.0 116 

TPA-T-TTAR-T-A (3) 9.0 0.41 2.2 5.2 15.0 161 
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4.3.3. Assembly study of TTAR dyes on TiO2 films 

In our first attempt we deposited ~120Å TiO2 film on SiOx/Si. XRR data proved the high quality of the 

obtained film (Figure 4.10A). After sintering the TiO2 films showed weak and broad diffraction peak at 

1.786Å-1 (anatase (011) peak) both in grazing incidence in-plane scattering as well as in reflectivity scan.  

However, because of large discrepancy between the dye film (~15Å) and TiO2 thicknesses, it was 

impossible to extract information about dye morphology in a statistically significant manner on these thick 

TiO2 films (Figure 4.10B). 

 

Figure 4.10. A) XRR data and model fits for dye films deposited on ~120Å TiO2.  B) The electron density of 
the organic dyes vs. depth of the sample. 

 
Table 4.3. Extracted film parameters from XRR data fits for dye films deposited on ~120Å TiO2. 

Dye Thickness 
(Å) 

Electron density, 
𝝆𝝆 (e Å-3) 

Roughness of 
Si/TiO2 

(Å) (fixed) 

Roughness of 
the film 

(Å) 

TiO2 layer 
thickness 

(Å) 

Footprint of 
the molecule 

(Å2) 

TPA-TTAR-A (1) 8.1 12 3 2.7 114 145 

TPA-T-TTAR-A (2) 8.8 12 3 4.3 117 143 

TPA-TTAR-T-A (3) 7.43 12 3 2.9 115 143 

TPA-T-TTAR-T-A (4) 7 10.5 3 3.4 116 181 
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To gain better insights into dye orientation, coverage and aggregation on the TiO2 surface, X-ray 

reflectivity measurements were performed on monolayer dye-sensitized TiO2 surface of much lower 

thickness (~16Å). The substrates were washed after dye deposition by pure solvents (EtOH and THF) to 

remove non-covalently bound layers on top of the monolayer. During fitting of the curves we imposed 

constraints: electron densities of the films are not much lower than the electron density of cyclohexane 

and roughnesses of interfaces are greater than 2 Å. Figure 4.11 and Table 4.4 summarize the results of 

the fitting. Interestingly, dyes without thiophene spacer close to the cyanoacrylic anchoring group (dyes 

1 and 2) exhibit relatively small thicknesses of 7.3 A and 6.6 A, indicating that the TiO2 bound dye 

molecules are not perpendicular to the surface, but significantly tilted (estimated tilt angles with respect 

to the substrate normal are ~65⁰ and ~69⁰ for dyes 1 and 2, correspondingly)89. The addition of thiophene 

ring between the cyanoacrylic acid and tetrathienoacene bridge significantly changes the orientation of 

the dye molecules. Despite similar molecular lengths of dye 2 and 3, dye 3 is more than 2 times thicker 

than dye 2. In addition, dye 3 exhibits significantly smaller molecular footprint, suggesting a more vertical 

dye orientation (estimated binding tilt angle of ~39⁰) and denser packing on TiO2, which not only can 

enhance dye loading for more efficient light harvesting, but can also prevent direct contact between TiO2 

and electrolyte, reducing recombination losses. Despite its largest backbone, dye 4 shows slightly smaller 

monolayer thickness and larger molecular footprint.  

To measure dye desorption from TiO2 electrodes a 0.3 mM dye solutions in THF/EtOH (1:1) were used 

for loading. For each sample, the dye was slowly desorbed from the TiO2 electrodes in THF for 24 hrs; the 

amount of the desorbed dye in the THF solution was measured by optical absorbance. For equal area 

films, the optical absorbance increases linearly with the dye molecule concentration. The relative 

difference in absorbance is a comparative measure of dye loading on TiO2 surfaces. Dye 1 and 2 had 

relatively low dye loading of 2.1× 10-8 mol/mg and 1.3× 10-8 mol/mg, respectively, compared to 7.4 × 10-8 
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mol/mg and 6.6 × 10-8 mol/mg for dye 3 and 4. This result is consistent with the higher molecular footprint 

and larger tilt angle identified by XRR. Clearly, the addition of thiophene close to the cyanoacrylic 

anchoring group plays a key role in dye orientation and coverage, favoring more vertical alignment and 

higher dye coverage for dyes 3 and 4. Meanwhile, the insertion of thiophene between TPA and TTAR 

groups reduces the packing density for dyes 2 and 4 compared to dyes 1 and 3, respectively. This is in 

excellent agreement with the XRR-derived molecular footprint. Introduction of thiophene ring at the 

donor position causes undesirable twist in molecular backbone (Figure 4.12) and suboptimal dye 

arrangement on the TiO2 surface, yielding lower light absorption and higher recombinational losses. 

For comparison we performed the same experiment for the well-known N719 dye under the same 

conditions (Figure 4.13). As could be expected from the presence of heavy Ru atom, it is much denser and 

thinner.  

 

Figure 4.11. A) XRR data and model fits for dye films deposited on ~16Å TiO2. B) The electron density vs. 
depth of the sample. 
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Table 4.4. Summary of XRR-derived parameters for dye films deposited on ~16Å TiO2. 

Dye Thickness 
(Å) 

Electron 
density, 
𝝆𝝆 (e Å-3) 

Roughness of 
Air/dye 

interface (Å) 

Roughness of 
TiO2/dye 

interface (Å) 

TiO2 layer 
thickness 

(Å) 

Roughness of 
TiO2/SiO2 

interface (Å) 

Molecular 
footprint 

(Å2) 

TPA-TTAR-A (1) 7.3 0.41 4.5 3.0 16.4 5.0 152 

TPA-T-TTAR-A (2) 6.6 0.41 3.5 2.7 16.5 5.9 183 

TPA-TTAR-T-A (3) 16.8 0.39 5.0 3.5 16.6 3.6 79 

TPA-T-TTAR-T-A (4) 15.4 0.32 4.7 3.6 16.2 4.3 104 

 

Figure 4.12. DFT-optimized geometry of TTAR dyes showing top view (left) and side view (right). (Adapted 
from Zhou, et al. 83.) 

Figure 4.13. XRR data and best fit for N719 dye monolayer on TiO2 alongside the extracted characteristics 
of the film.  
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4.3.4. Assembly study of branched TTAR dye 

The above investigated TTAR dyes had strategically attached pentadecyl chains to prevent dye 

aggregation and thereby allow formation of high quality monolayers. They also suppress intermolecular 

recombination. However, in the case of dense packing, these alkyl chains are not effective in preventing 

𝜋𝜋-𝜋𝜋 interactions which lowers 𝑉𝑉𝑐𝑐𝑐𝑐. To examine the effect of branched alkyl chains vs. linear chains on 

photovoltaic performance and charge recombination dynamics in DSSCs, we investigate new TTAR dyes90 

with modified chains (Figure 4.14). 
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R = n-C15H31; TTAR-15 (2)
R = n-C9H19; TTAR-9 (3)

Figure 4.14. Structure of branched TTAR dyes. (Adapted from Ezhumalai, et al. 91.) 

DFT calculations (B3LYP/6-31G* level) on individual molecules in vacuum affirm that these chain 

modifications do not affect the band gap in any substantial manner (Figure 4.15A, B). HOMO is localized 

on TPA moiety while LUMO on cyanoacrylic end as expected. Absorption of photon leads to redistribution 

of electron density from TPA to cyanoacrylic group. Branched alkyl chain however induces conformational 

distortions by altering dihedral angles, as is evident from Figure 4.15C. UV-vis spectra in o-C6H4Cl2 are 

almost identical (Figure 4.16). This suggests that intermolecular interaction are the primary reason for 

differing photovoltaic characteristics. The spectra of the dyes absorbed on TiO2 exhibit red shifts. This can 

be attributed to the formation of covalently bound assemblies on the TiO2 surface (Figure 4.16B). DFT 

calculated HOMO and LUMO energy levels differ substantially from HOMO energy measurement by 
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differential pulse voltammetry (DPV) (-5.19 eV) and LUMO energy inferred from optical absorption spectra 

(∼3.28 eV)92. This discrepancy is an intrinsic feature of DFT computations for similar systems.  

 
 

Figure 4.15. Orbital energy levels of molecules 1-3. A) DPV-derived HOMO and LUMO energy levels, B) 
DFT derived molecular orbitals, C) optimized molecular structures with dihedral angles shown. (Adapted 
from Ezhumalai, et al. 91.)  

Figure 4.16. A) UV-vis absorption spectra of dyes 1-3 and their corresponding molar absorption 
coefficients measured in o-C6H4Cl2 at a concentration of 10-5 M, B) absorption spectra of the dye-sensitized 
nanocrystalline TiO2 films. (Adapted from Ezhumalai, et al. 91.) 

 

Figure 4.16 and Table 4.5 summarize the photovoltaic characteristic of DSSCs based on these three 

dyes. TTAR-b8 exhibits both highest 𝐹𝐹𝐹𝐹, 𝑉𝑉𝑐𝑐𝑐𝑐 and 𝐽𝐽𝑆𝑆𝐶𝐶, and as a result, highest overall efficiency 𝜂𝜂. The 

efficiency can be substantially enhanced by using stack photonic crystals with a reflector, which reflect 
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and diffract the incoming light back to dye coated TiO2 microspheres.93 We placed a double-layer three-

dimentional (3D) photonic crystal (PhC)  with hole diameter of 375/410nm behind the count electrode94,95.  

The photovoltaic performance of the TTAR-b8 dye DSSC with 3D PhC layer was measured under AM 1.5G 

irradiation (100 mW cm-2) of simulated solar light, and the results are plotted in Figure 4.18. The TTAR-b8-

based cell had Jsc = 18.79 mA/cm2, Voc = 0.811V, a fill factor = 73.31%, and η = 11.18%. Performance 

parameters are summarized in Table 4.6. These TTAR-b8-based cells deliver the highest performance of 

any fused-thiophene-based DSSC reported to date.  

       

 

 

Figure 4.17. The photocurrent current density–voltage (J-V) characteristics of the DSSCs with various dyes, 

measured under 1 sun illumination (Adapted from Ezhumalai, et al. 91). 

 
Table 4.5. Photovoltaic parameters of the DSSCs with various dyes.  

Dyes 𝜼𝜼 (%) VOC (V) JSC (mA cm-2) FF 

TTAR-b8 10.21±0.17 0.81±0.01 17.54±0.05 0.72±0.01 

TTAR-15 9.02±0.06 0.78±0.01 16.86±0.17 0.69±0.01 

TTAR-9 7.60±0.07 0.78±0.01 15.54±0.06 0.62±0.01 
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Figure 4.18. A) Configuration of the cell with the 3-D photonic crystals (inserted in photo- and SEM images 
of 3D PhC), B) The photocurrent current density–voltage (J-V) and D) power-voltage (P-V)  characteristics 
of the DSSCs with TTAR-b8 and 3D PC under 1 sun illumination (Adapted from Ezhumalai, et al. 91). 

 

Table 4.6. Photovoltaic parameters of the DSSCs with TTAR-b8 and 3D PC under 1 sun illumination.  

 

 

 

The above results strongly suggest that morphology of dye assembly on TiO2 is a key aspect in 

understanding such substantial difference in efficiencies of these three dyes. Therefore, we perform XRR 

studies of the three dyes on ALD deposited TiO2 on SiOx/Si.  

Dye VOC (V) JSC (mA cm-2) FF (%) 𝜼𝜼 (%) 

TTAR-b8 0.817 17.12 71.96 10.08 

TTAR-b8 with 
3D PhC 0.811 18.79 73.31 11.18 
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For the XRR studies, 19Å TiO2 thin films with flat (low-roughness) surfaces were grown on piranha-

cleaned Si/SiO2 wafers by atomic layer deposition (TDMAT + H2O). The derived films were then dipped in 

0.3 mM solutions of the three separate dyes dissolved in DCM : CAN : t-Butanol = 8:1:1 for 24 h with 

subsequent washing with ACN and drying under a UHP N2 stream.    

Figure 4.19A shows normalized XRR data as a function of momentum transfer 𝑞𝑞 = 4𝜋𝜋
𝜆𝜆

sin 2𝜃𝜃
2

 along with 

best fitting curves based on Parratt’s recursion formulation for a slab model.96 The electron density 

profiles for each of the model fits are shown Figure 4.19B. Table 4.7 lists the structural parameters of the 

dye films inferred from the XRR analysis. 

A        B 

   
   
Figure 4.19. A) XRR experimental data (circles, red - TTAR-b8, green - TTAR-9, blue - TTAR-15) and best 
fitting curves (solid black lines), B) electron density profiles determined from the fits. Dashed lines indicate 
the density profiles of the dye layers after subtracting the TiO2 profile (the red dashed line is for the layer 
adjacent to TiO2). 
 
Table 4.7. Dye layer parameters inferred from XRR determined electron density profiles.  

Dye 
Overall 

weighted 
thickness, 

Å 

Head 
thickness

, Å 

Core 
thickness, 

Å 

Head 
electron 
density, 

e/Å3 

Core 
electron 
density, 

e/Å3 

Air/head 
interface 

roughness, 
Å 

Head/core 
interface 

rough-
ness, Å 

Core/TiO2 
interface 

roughness, 
Å 

TiO2 
thickness, 

Å 

Molecular 
footprint, 

Å2 

TTAR-b8* 27.0 15.4 11.6 0.04 0.35 ~1.5† 3.8 4.1 19.0‡ 118 

TTAR-15 25.3 5.3 20. 0.20 0.37 2.3 4.0 4.0 19.0 74 

TTAR-9 24.8 7.3 17.5 0.18 0.34 2.6 2.5 4.0 19.0 67 
* Core here refers to the first layer and head to the second sparse layer. 
†Not reliable.  
‡Extrapolated from separate experiments. 
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Inspection of the XRR curves clearly indicates qualitative differences between the adsorbed branched-

alkyl dye TTAR-b8 dye and the two dyes with n-alkyl substituents, TTAR-15 and TTAR-9.  The latter two 

dyes have comparable molecular footprints, thicknesses equal to their molecular backbone lengths, and 

similar density profiles. Therefore, to occupy the same space the C15 tail must favor a more compact 

packing than the C9 dye, leading to greater distortions of the face-to-face stacking of the fused aromatic 

rings and thus less likelihood of pores in the dye monolayer. This morphology also manifests itself in a less 

pronounced head separation for TTAR-15. Such steric hindrance may decrease the excitation quenching 

probability on neighboring molecules and recombination by charge transfer through pores in the dye 

monolayer. In contrast, the TTAR-b8 molecules are significantly tilted (angle with the surface normal is 

~60o). XRR data fitting indicates a residual sparse second layer that is not removed by washing with pure 

solvent. This second layer covers approximately 10% of the surface, and is presumably a result of lateral 

inhomogeneity in the film, e.g. due to formation of patches (islands) or other form of aggregation which 

manifests itself in the inferred electron density profile as a sparse layer because of lateral averaging 

(Figure 4.20). The head group in the first denser layer is not distinguishable on electron density profile. 

These characteristics indicate a much stronger tendency for intermolecular hydrophobic attraction and a 

much higher level of face-to-face stacking distortion versus both TTAR-15 and TTAR-9, and thus more 

efficient suppression of intermolecular quenching and prevention of pore formation in the first layer. 

These property trends correlate well with the observed monotonic increases in JSC, VOC, and η  in the 

series TTAR-9 → TTAR-15 → TTAR-b8.  
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Figure 4.20. Schematic depictions of plausible models conforming to the deduced parameters and XRR 
determined profiles from Figure 4.19B for TTAR-15 (TTAR-9) and TTAR-b8. 

 

4.4. Summary 

The morphology and molecular packing of dye assemblies on the surface of mesoporous TiO2 electrode 

is a key factor, alongside electronic structure, in determining the efficiency of dye sensitized solar cells 

(DSSC). To investigate the dye monolayer structure, we created a model smooth surface of TiO2 by atomic 

layer deposition of titanium dioxide on hydroxylated silicon wafer and used X-ray reflectivity (XRR) 

technique to extract the electron density profiles along the normal to the TiO2 surface. To obtain reliable 

parameters from XRR, the thickness of the TiO2 should be of the same order as the expected dye thickness. 

We applied this method of investigation to two series of novel tetrathienoacene (TTAR) dyes of donor-𝜋𝜋-

acceptor design (TPA-TTAR-A). The first series inserted thiophene rings between three constituting 

moieties. TPA-TTAR-T-A dye with highest 10.1% efficiency had the tightest packing and smallest molecular 

footprint as revealed by XRR analysis. TPA-TTAR-A and TPA-T-TTAR-A had low thickness and high 

molecular footprint. This correlated with the conformational distortions introduced by the thiophene ring 

and their lower efficiencies.  TPA-T-TTAR-T-A dye with two thiophene insertions had the second highest 

efficiency and the second lowest footprint.  
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The second series varied the structure of R chain to branched octyl, n-nonyl and n-pentadecyl radicals. 

The branched dye, which had the highest efficiency of 10.21%, exhibited strong hydrophobic 

intermolecular attraction, substantial tilting and frustration of face-to-face stacking and therefore lesser 

recombinational losses. We conclude that this contributed to the enhancement of its efficiency compared 

to normal alkyl dyes. 
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5. X-ray studies of perovskite films 

5.1. X-ray study of 2D perovskites 

Lead perovskites have bandgap (~1.5-2.2eV) and electron-hole diffusion length (~1 micron) well 

positioned for use as photoactive material in solar cells97-102. These unique properties allowed achieving 

solar cell efficiencies over 20%102-103. For single junction solar cell the theoretical limit is 33.5%104. 

However, lead perovskites, exemplified primarily by methylammonium lead perovskite (Figure 5.1), have 

environmental stability issues105-111, e.g. water vapor reacts with methylammonium lead perovskite and 

leads to its decomposition. To overcome the stability issue, layered perovskites (Ruddlesden–Popper 

phase of perovskites) have been explored as photoactive element of solar cells but with only poor results 

for efficiency109, 112-113. 

We studied two Ruddlesden–Popper perovskites114: (BA)2(MA)2Pb3I10 (n = 3) and (BA)2(MA)3Pb4I13 

(n = 4), where BA = butylammonium and MA = methylammonium. The general stoichiometry of these 

compounds can be written as (BA)2(MA)n − 1PbnI3n+1, where [(MA)n − 1PbnI3n + 1]2− represents the inorganic 

layer sandwiched between organic n-butylammonium (BA) cations (Figure 5.2). The thickness of each 

perovskite layer can be adjusted by varying the proportion of BA.  

The obstacle in attaining higher efficiency is the parallel alignment of insulator organic spacer to the 

surface of the electrode. A new method suggested by M. Kanatzidis, et al.114 overcomes this problem and 

produces films with vertical alignment of organic spacers. This dramatically increased the efficiency, 

reaching 12.52% for (BA)2(MA)3Pb4I13 with long operational stability times. Over 60% of the efficiency is 

maintained for over 2250 hours under standard (AM1.5G) illumination, and with greater tolerance to 65% 

relative humidity compared to methylammonium lead perovskite. Encapsulated devices do not exhibit 
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degradation under constant AM1.5G illumination or high humidity. Below we describe the GIWAXS 

analyses that we performed to assess the orientation of these layered perovskite films.  

A       B 

    

Figure 5.1. Unit cell structure of methylammonium lead perovskite (CH3NH3)PbI3. A) (001) view, B) side 
view. (I 4 c m, a = 8.849 Å, c = 12.642 Å). 

 

Figure 5.2. Lattice structure of (BA)2(MA)n − 1PbnI3n+1 for n = 3, 4. (Adapted from Tsai, et al. 114) 



90 
 
5.1.1. Experimental methods 

Pb3I10 and Pb4I13 were prepared114 (by the group of Prof M. Kanatzidis) with molar concentrations of 

1.8 M, 0.9 M, 0.45 M, 0.225 M and 0.118 M of Pb2+ cations in anhydrous DMF. FTO/PEDOT:PSS substrates 

were prepared following refs Nie, et al. 115 and Tsai, et al. 116. FTO glasses were cleaned using an ultra-

sonication bath in soap water and rinsed progressively with distilled water, acetone and isopropyl alcohol, 

and finally treated with oxygen plasma for 3 min. The PEDOT:PSS layer was then spin-coated onto the FTO 

substrates at 5,000 r.p.m. for 45 s as a hole-transporting layer. The coated substrates were then 

transferred to an argon-filled glovebox for device fabrication. The 2D perovskite solution was prepared by 

dissolving 0.025 mM 2D perovskite single crystal in DMF. The solution was then heated under continuous 

stirring at 70 °C for 30 min before device fabrication. For the film hot-casting process, the FTO/PEDOT:PSS 

substrates were first preheated from 30 °C to 150 °C on a hot plate for 10 min, right before spin-coating. 

These were immediately (within 5 s) transferred to the hot FTO/PEDOT:PSS substrates on the spin-coated 

‘chunk’ (which is at room temperature), and 80 µl of precursor solution was dropped onto the hot 

substrate. The spin-coater was immediately started with a spin speed of 5,000 r.p.m. for 20 s without 

ramp; the colour of the thin film turned from pale yellow to brown in few seconds as the solvent escaped. 

After the spin-coater stopped, the substrates were quickly removed from it. The [6,6]-phenyl-C61-butyric 

acid methyl ester (PCBM) solution was prepared by dissolving 20 mg PCBM in 1 ml chlorobenzene. 50 µl 

of the PCBM solution was then dropped onto the perovskite-coated FTO/PEDOT substrate and spin-

coated at 1,000 r.p.m. for 60 s to form a thin, electron-transporting layer. The metal electrodes (Al and 

Au) were deposited using a thermal evaporator with a shadow mast with a working area of 0.5 cm2. 

GIWAXS measurements were carried out on Sector 8-ID-E at the Advanced Photon Source, Argonne 

National Laboratory.  
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5.1.2. GIWAXS analysis of (BA)2(MA)2Pb3I10 and (BA)2(MA)3Pb4I13 films 

 In order to probe the perovskite orientation with respect to the substrate (FTO/PEDOT:PSS) in the 

thin-film geometry we used GIWAXS measurements with synchrotron radiation source (Figure 5.3A,B). 

The resulting scattering patterns reveal two major characteristics for the films. The room-temperature 

(RT) cast films (Figure 5.3A) are comprised of diffraction rings with stronger intensities along certain 

extended arc segments indicating considerable randomness in the 3D orientation of the crystal domains 

(grains) within the polycrystalline film.   

 

Figure 5.3. A, B) GIWAXS patterns for polycrystalline room-temperature-cast (A) and hot-cast (B) near-
single-crystalline (BA)2(MA)3Pb4I13 perovskite films with Miller indices of the most prominent peaks shown 
in white. Color scale is proportional to X-ray scattering intensity, 𝑞𝑞 is the wavevector transfer, 𝑞𝑞𝑧𝑧 is 
perpendicular to the sample, 𝑞𝑞𝑦𝑦 is parallel to both the sample and the detector. C) Schematic 
representation of the (101) orientation, along with the (1�11�) and (202) planes of a 2D perovskite crystal, 
consistent with the GIWAXS data. 

In contrast, the hot cast films (Figure 5.3B), exhibit sharp, discrete Bragg spots along the same rings, 

indicating a textured polycrystalline film where the crystal domains are oriented with their (101) planes 
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parallel to the substrate surface (as shown in Figure 5.3C) and a 2D in-plane orientational randomness. 

This crystallographic determination came from indexing the observed Bragg peaks in Figure 5.3B using a 

simulated diffraction pattern from the orthorhombic structure described above. 

Crystallographic data allows us to calculate the intensities of diffracted beams from various Bragg 

planes. This can be performed for example by SingleCrystal software. By using the obtained(hkl) → 𝐼𝐼 list 

we can reconstruct the GIWAXS pattern of oriented polycrystalline powder. Below we will discuss the 

mathematical machinery for the GIWAXS pattern simulation of general triclinic lattice and its application 

to the case of 2D layered perovskite. 

Let’s assume the crystal is oriented with the plane 𝑝𝑝𝑛𝑛 = (ℎ𝑛𝑛,𝑘𝑘𝑛𝑛, 𝑙𝑙𝑛𝑛) parallel to the substrate and 

denote unit cell parameters by 𝑎𝑎, 𝑏𝑏, 𝑐𝑐,𝛼𝛼,𝛽𝛽, 𝛾𝛾. We orient the 𝑞𝑞 axis of the real space along the side 𝑏𝑏 (Figure 

5.4). In this cartesian frame the vectors of unit cell sides can be written as:  

�⃗�𝑎 = 𝑎𝑎 ⋅ {sin 𝛾𝛾 , cos𝛾𝛾 , 0} 

𝑏𝑏�⃗ = 𝑏𝑏 ⋅ {0,1,0} (5. 1) 

𝑐𝑐 = �𝑐𝑐𝑥𝑥, 𝑐𝑐𝑦𝑦, 𝑐𝑐𝑧𝑧�, with

⎩
⎪
⎨

⎪
⎧𝑐𝑐𝑥𝑥 =

𝑐𝑐
sin𝛾𝛾

(cos𝛽𝛽 − cos𝛼𝛼 cos𝛾𝛾)

 𝑐𝑐𝑦𝑦 = 𝑐𝑐 cos𝛾𝛾

 𝑐𝑐𝑧𝑧 = �𝑐𝑐 − 𝑐𝑐𝑥𝑥2 − 𝑐𝑐𝑦𝑦2
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Figure 5.4. A) Triclinic unit cell embedded in the Cartesian frame, B) Laue condition for a polycrystalline 
powder oriented with the plane 𝑝𝑝𝑛𝑛 ⊥ 𝑛𝑛�. 

By writing the volume of the unit cell as 𝑣𝑣𝑐𝑐 = �⃗�𝑎 ⋅ �𝑏𝑏�⃗ × 𝑐𝑐�, reciprocal lattice vectors can be cast in a usual 

form: 

�⃗�𝑎∗ =
2𝜋𝜋
𝑣𝑣𝑐𝑐
�𝑏𝑏�⃗ × 𝑐𝑐� 

𝑏𝑏�⃗ ∗ =
2𝜋𝜋
𝑣𝑣𝑐𝑐

[𝑐𝑐 × �⃗�𝑎] (5. 2) 

𝑐𝑐∗ =
2𝜋𝜋
𝑣𝑣𝑐𝑐
��⃗�𝑎 × 𝑏𝑏�⃗ � 

�⃗�𝐺 = ℎ�⃗�𝑎∗ + 𝑘𝑘𝑏𝑏�⃗ ∗ + 𝑙𝑙𝑐𝑐∗ 

The normal vector can be express through the Miller indices of the plane: 

𝑛𝑛�⃗ = �
ℎ𝑝𝑝
𝑎𝑎

,
𝑘𝑘𝑝𝑝
𝑏𝑏

,
𝑙𝑙𝑝𝑝
𝑐𝑐 �

 , 

𝑛𝑛� =
𝑛𝑛�⃗
‖𝑛𝑛�⃗ ‖

 . (5. 3) 

This allows us to write the parallel and perpendicular to the substrate components of the general 

reciprocal lattice vector as the following: 
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𝐺𝐺⊥ = �⃗�𝐺 ⋅ 𝑛𝑛� , 

𝐺𝐺∥ = ��⃗�𝐺2 − 𝐺𝐺⊥2  . 

These two components of the reciprocal lattice vector are sufficient to write the Laue condition �⃗�𝑞 = �⃗�𝐺 

in terms of 𝑞𝑞𝑟𝑟 = �𝑞𝑞𝑥𝑥2 + 𝑞𝑞𝑦𝑦2 and 𝑞𝑞𝑧𝑧, i.e. 𝐺𝐺∥ = 𝑞𝑞𝑟𝑟 and 𝐺𝐺⊥ = 𝑞𝑞𝑧𝑧. To derive the angles of the scattered beam 

we need to take into account the incident angle. With the incident and scattered wavevectors denoted 

by 𝑘𝑘�⃗ 𝑖𝑖 and 𝑘𝑘�⃗ 𝑓𝑓, respectively, the Laue condition 𝑘𝑘�⃗ 𝑓𝑓 − 𝑘𝑘�⃗ 𝑖𝑖 = �⃗�𝐺 in that case leads to the following system of 

equations for the diffraction condition �𝑘𝑘 = 2𝜋𝜋
𝜆𝜆
� (Figure 5.4B): 

�
𝐺𝐺∥ sin𝛿𝛿 = 𝑘𝑘 cos𝛽𝛽𝑏𝑏 sin𝛼𝛼𝑏𝑏 

−𝐺𝐺∥ cos𝛿𝛿 = 𝑘𝑘 (cos𝛽𝛽𝑏𝑏 cos𝛼𝛼𝑏𝑏 − cos𝛼𝛼𝑖𝑖) 
 𝐺𝐺⊥ = 𝑘𝑘 (sin𝛽𝛽𝑏𝑏 + sin𝛼𝛼𝑖𝑖)

 (5. 4) 

Angle 𝛿𝛿 can be eliminated from this system of equations and solved for the scattered beam angles 𝛼𝛼𝑏𝑏 

and 𝛽𝛽𝑏𝑏: 

𝛼𝛼𝑏𝑏 = arccos ��2 cos𝛼𝛼𝑖𝑖 �1 − �
𝐺𝐺⊥
𝑘𝑘
− sin𝛼𝛼𝑖𝑖�

2
�

−1

�1 + (cos𝛼𝛼𝑖𝑖)2 −
𝐺𝐺∥2

𝑘𝑘2
− �

𝐺𝐺⊥
𝑘𝑘
− sin𝛼𝛼𝑖𝑖�

2

�� 

𝛽𝛽𝑝𝑝 = arcsin �
𝐺𝐺⊥
𝑘𝑘
− sin𝛼𝛼𝑖𝑖� (5. 5) 

Wavevector transfer components then can be written as the following: 

𝑞𝑞𝑦𝑦 = 𝑘𝑘 cos𝛽𝛽𝑏𝑏 sin𝛼𝛼𝑏𝑏 

𝑞𝑞𝑧𝑧 = 𝑘𝑘 (sin𝛽𝛽𝑏𝑏 + sin𝛼𝛼𝑖𝑖) (5. 6) 

To summarize the above formalism: given a specific orientation of the film, characterized by substrate 

parallel plane 𝑝𝑝𝑛𝑛, and for each reciprocal lattice vector �⃗�𝐺ℎ𝑘𝑘𝑙𝑙 we found the angles of the diffracted beam 

as well as its location on the detector. 
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It is convenient to work in polar coordinates, so we define in the Cartesian frame �𝑞𝑞𝑦𝑦,𝑞𝑞𝑧𝑧� new polar 

variables: 𝑞𝑞𝜃𝜃,ℎ𝑘𝑘𝑙𝑙 = �𝑞𝑞𝑦𝑦,ℎ𝑘𝑘𝑙𝑙
2 + 𝑞𝑞𝑧𝑧,ℎ𝑘𝑘𝑙𝑙

2  and 𝜃𝜃ℎ𝑘𝑘𝑙𝑙 = arctan 𝑞𝑞𝑧𝑧,ℎ𝑘𝑘𝑘𝑘
𝑞𝑞𝑦𝑦,ℎ𝑘𝑘𝑘𝑘

. Notice, 𝜃𝜃ℎ𝑘𝑘𝑙𝑙 here is not the grazing incidence 

angle. Let’s assume that the peak profiles in both 𝜃𝜃� (azimuthal) and 𝑞𝑞�𝜃𝜃 (radial) directions are given by 

Gaussian distribution and denote by 𝒩𝒩𝑥𝑥(𝜇𝜇,𝜎𝜎) the probability density function of a Gaussian distribution 

with mean 𝜇𝜇 and variance 𝜎𝜎2. The variance 𝜎𝜎𝜃𝜃 of the variable 𝜃𝜃 will primarily characterize the orientational 

spread of the film, i.e. the distribution width of 𝑛𝑛�, while the variance 𝜎𝜎𝑞𝑞 of 𝑞𝑞𝜃𝜃 is related to the domain size 

of the polycrystalline powder through Scherrer formula. The latter can be stated in the reciprocal space 

by the following expression: 

𝐷𝐷 =
2𝜋𝜋 𝑘𝑘
∆𝑞𝑞

 , (5. 7) 

where ∆𝑞𝑞 is the integral width of the 1D diffraction peak and 𝑘𝑘 is a constant depending on the shape of 

the crystallite. For a diffraction peak of Gaussian shape ∆𝑞𝑞 = √2𝜋𝜋𝜎𝜎 , hence the Scherrer formula (5.7) can 

be recast in the following form: 

𝐷𝐷 =
√2𝜋𝜋𝑘𝑘
𝜎𝜎

(5. 8) 

The intensity of the diffraction can then me written as:  

𝐼𝐼(𝑞𝑞𝜃𝜃,𝜃𝜃) = �𝐼𝐼ℎ𝑘𝑘𝑙𝑙 𝒩𝒩𝑞𝑞𝜃𝜃�𝑞𝑞𝜃𝜃,ℎ𝑘𝑘𝑙𝑙 ,𝜎𝜎𝜃𝜃�
ℎ𝑘𝑘𝑙𝑙

𝒩𝒩𝜃𝜃�𝜃𝜃ℎ𝑘𝑘𝑙𝑙 ,𝜎𝜎𝑞𝑞� (5. 9) 

Implementation of the above formalism for simulation of GIWAXS pattern is described in Appendix C. 

Figure 5.5 depicts the simulated pattern of (BA)2(MA)3Pb4I13 perovskite with its (101) plane parallel to the 

substrate. 
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Figure 5.5. Simulated GIWAXS pattern for (BA)2(MA)3Pb4I13 with (101) plane parallel to the substrate. 
Labels have the following format: {Miller indices hkl, intensity in arbitrary units}.  

5.2. Dependence of the phase transition temperature of CH3NH3PbI3 on HI additive 

As mentioned above, methylammonium lead iodide (CH3NH3
+PbI3ˉ) and other perovskites are intensely 

investigated as photoactive materials in solar cells117-129. Part of the research effort has focused on 

improving the perovskite film morphology, optimizing charge extraction layers of the cell and  the device 

structure in general, with resulting enhancements in efficiency reaching 22.1%.  Optimizing morphology 

led to various fabrication methods such as: I) one-step solution methods125, 127, II) vapor-assisted solution 

processes130-131, III) sequential deposition132, IV) dual vapor deposition133, and V) hot-casting134.  



97 
 

One-step technique involves simple spin-casting from a solution of precursor salts with subsequent 

low temperature annealing. This relatively simple method lends itself to commercialization. However, the 

resulting non-uniformity of the film is a major hurdle on that route. Methods have been suggested to 

remedy this problem by: (1) composition engineering135-136, (2) solvent-engineering137-139, (3) tuning 

annealing conditions140-141, and (4) incorporation of additives. Diverse number of additives have been 

explored: organic small molecules such as 1,8-diiodooctane142 and 1,3-bis[3,5-di(pyridin-3-

yl)phenyl]benzene143, halide salts such as CH3NH3
+Clˉ144 and NH4

+Clˉ145, and acids such as hydriodic acid 

(HI)146-147 and hydrochloric acid (HCl)148. PCEs of thus built devices were enhanced by as much as ~15% 

compared to simple one-step spin-casting.  

In this work149 we will consider the effect of HI on methylammonium lead perovskite films. Hydroiodic 

acid additive not only improves the morphology but also affects the electronic and crystal structure of the 

film. HI is a fairly reactive agent, forming  HPbI3 when precipitating PbI2 from concentrated aqueous HI 

solution150.  HI incorporated perovskite solar cells have ~15% PCE.  

HI additive modifies CH3NH3PbI3 phases at room temperature depending on the HI concentration: the 

usual tetragonal β-phase is obtained at low acid concentrations, the more symmetrical pseudo-cubic α-

phase is obtained at high acid concentrations. In the absence of additives, this transition is known to occur 

at ~57 °C in both the bulk material and thin films.151-152 With increase of the HI concentration the phase 

transition temperature shifts downward. 25% HI leads to formation of symmetric cubic lattice already at 

the room temperature. We will discuss below the lattice structure of these two phases and afterwards, in 

situ variable temperature XRR on the perovskite films with different HI concentrations that we performed 

to show the gradual decrease in the phase transition temperature.    
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5.2.1. Halide perovskites lattice structure 

In halide perovskites (AMX3, where A+ = Cs+, CH3NH3
+, HC(NH2)2

+, M2+ = Ge2+, Sn2+, Pb2+; and Xˉ = Clˉ, Brˉ, 

Iˉ) [MX6]4ˉ octahedral fragments merge by their vertices to form a crystal lattice with voids filled by A+ 

cations153 (Figure 5.6). For ideal cubic symmetry, all M–X–M angles are 180°, and the lattice is cubic. 

Deviations from the ideal cubic phase occur when the M–X–M angles differ from 180° in the ab plane. 

This can be caused by exposure to heat154 and/or pressure,129, 151, 155 resulting in contraction or expansion 

of the [MX3]ˉ arrangement.  Structures with M–X–M  angles down to 150° have been achieved at low 

temperatures120. But below ~150°, the perovskite becomes unstable and phase transitions either into 

amorphous or other lattices120, 129, 151. In the case of hybrid organic-inorganic halide perovskites, e.g., 

CH3NH3PbI3, the highest symmetry crystal structure is pseudo-cubic (α-phase, P4mm space group) as a 

result of the asymmetric cation shape, which can still be considered as cubic due to rotational averaging 

of the cations154, 156. At room temperature, CH3NH3PbI3 structure has M–X–M angles equal to 163.6° as 

the pores are not large enough to fully accommodate the cation. This results in tetragonal β-phase of I4cm 

space group (Figure 5.6). X-ray diffraction and calorimetric measurements show that CH3NH3PbI3 

undergoes a tetragonal to cubic phase transition between 42 °C and 57 °C156-158, where thermal expansion 

and Pb–I bond vibrations realign Pb–I–Pb angles back to ~180° (Figure 5.6). In the pseudocubic phase, 

while the cell volume contracts, the organic cation is accommodated in the octahedral cage due to rapid, 

thermally activated rotation of the organic cation159. Upon cooling,  thermal motion is being suppressed, 

and the organic cation motion freezes below ~160 K, resulting in further distortions of the metal halide 

frame and lattice symmetry reduction to orthorhombic space group Pbn21
154.  
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Figure 5.6. CH3NH3PbI3 phase transition sequence. At high temperatures, it crystallizes in the pseudo-cubic 
phase (P4mm space group). Upon cooling, it transforms into the tetragonal structure (I4cm space group) 
at approximately 330 K. Lowering the temperature further results in an additional phase transition to the 
orthorhombic phase (Pbn21 space group) around 160 K 151. (Adapted from Soe, et al. 149.) 

 

5.2.2. Variable temperature XRR on CH3NH3PbI3 films 

Diffraction patterns of 𝛼𝛼- and 𝛽𝛽- phases differ primarily in the existence of (211) peak (Figure 5.7). The 

lack of this peak might, in principle, be indicative of the orientational preference of the deposited film. 

However, in the latter case other significant peaks would disappear too and that is not observed in the 

experiment (Figure 5.8). These considerations allow us to focus on in situ monitoring of the (211) peak 

while gradually increasing the temperature of the film. Thus collected powder diffraction patterns further 

reveal small shifts in the lattice parameter values which we attribute to the change in the strain of the 

grains. 
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Figure 5.7. Simulated X-ray diffraction patterns of CH3NH3PbI3: 3D powder of the tetragonal phase (I4cm) 
at 293 K (black), 3D powder of the pseudo-cubic phase (P4mm) at 400 K (red), and the (I4cm) textured 
phase with preferred orientation along the (022) plane at 293 K (blue)153. The I4cm  P4mm transition 
results in suppression of the (211) reflection at 23.54° (𝐶𝐶𝐶𝐶 𝐾𝐾𝛼𝛼) whereas a preferred orientation in the I4cm 
phase suppresses the (211) reflection as well as the (114), (222) and (310) reflections at 31.7°. (Adapted 
from Soe, et al. 149) 

 

Figure 5.8. Cu 𝐾𝐾𝛼𝛼 X-ray powder diffraction patterns of CH3NH3PbI3 films on ITO/PEDOT:PSS prepared with 
the indicated HI concentrations. The * asterisks represent ITO peaks from the substrate. The # represents 
PbI2 peak. The intensity is normalized to that of (110) reflection at 13.9°. (Adapted from Soe, et al. 149, 
performed by Chan Soe.) 
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5.2.2.1. Experimental method 

In situ variable-temperature XRR: X-ray reflectivity θ-2θ scans were performed on a Rigaku Smartlab 

instrument at a Cu Kα radiation wavelength of λ = 1.5418 Å with an Anton Paar DHS 1100 heating stage. 

The temperature was incremented in a stepwise manner and allowed to stabilize before data acquisition. 

Poisson counting error bars were used in fitting observed peaks to Gaussian function. XRR measurements 

were carried out with 2-3 °C step sizes. 

5.2.2.2. Results 

A series of thin films with 0-15% of HI was selected as representative. The temperature at which the 

characteristic (211) reflection of the I4cm phase at 2θ = 23.3° disappears is considered to be the phase 

transition point. The control film without the HI additive exhibits a phase transition near 61 °C, very close 

to the reported value of ~57 °C156-158. As can be seen in Figure 5.9 and Figure 5.10, the transition point 

shifts to lower temperatures as the HI concentration is increased, ultimately peak intensity reaching a 

level below the instrumental detection range.  This systematic decrease clearly demonstrates how HI 

addition gradually changes the perovskite phase and stabilizes the high-temperature cubic structure at 

the room temperature at high HI concentrations. 

The described unusual tetragonal to cubic phase transition at room temperature can be attributed to 

Schottky disorder160 in the perovskite polycrystalline thin films and the existence of structural strain 

induced by HI addition when the crystallite sizes are in the micron range or less. This is a known effect for 

perovskites, e.g. in BaTiO3 reduction in grain size lowers the tetragonal to cubic phase transition 

temperature from 120 °C to 25 °C161-163. Additives substantially smoothen the perovskite film by creating 

finer more uniform crystallites but simultaneously raising the surface tension energy and thereby lattice 

strain, accompanied by increased number of lattice defects in the perovskite162. This effect has already 
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been observed for CsPbI3 perovskite system which transitions from a yellow wide bandgap orthorhombic 

phase to a black cubic phase upon HI addition147.  

 
Figure 5.9. 2D view of peak reflectivity (intensity) vs. temperature and scattering angle for various HI 
weight fractions, of characteristic (211) reflection at 2θ = 23.3° for CH3NH3

+PbI3
ˉ films, demonstrating the 

I4cm → P4mm phase transformation. 

Figure 5.10. Background subtracted peak integral reflectivity vs. temperature 
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6. GIWAXS study of ternary organic photovoltaic films with fluorinated 

small molecule donor 

Organic bulk heterojunction (BHJ) solar cells utilize a blend of various organic conjugated compounds 

as photoactive element. In a simple binary BHJ blend one of the components serves as a light harvesting 

agent which donates an electron to the other component (the acceptor). Thus generated electron can 

propagate through the film until it reaches the electrode and passes through the external loading. 

Bandgap of the donor compound and electron-hole mobility through the film play a crucial role in 

determining the cell efficiency. The mobility is determined largely by intermolecular interactions. In the 

majority of explored organic solar cells various polymers have been used as a donor component while the 

acceptor was primarily a fullerene derivative. Because of the spherical shape of the fullerene molecule it 

has the best geometry for capturing the propagating electron (Figure 6.1).  

OCH3

O

 

Figure 6.1. Phenyl-C61-butyric acid methyl ester (PCBM) 

The efficiencies achieved for organic photovoltaics (OPVs) have surpassed 12%8, 164-165 mark primarily 

thanks to optimization of bandgap, film morphology and other auxiliary components166-170. Small molecule 

donors (SMD), in contrast to their polymeric counterparts, do not have the long-range connectivity for 
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efficient electron conduction and have shown lower efficiencies171-174 but recent SMDs nonetheless 

achieved over 9% efficiency175.  

It has been shown that fluorination of organic components can lead to substantial enhancement of 

charge mobility and device performance176-178, attributed primarily to the improvement of intermolecular 

connectivity. As a potent electron withdrawing group, fluorine atoms lower the HOMO energy level, 

thereby increasing the stability of the system176-178. Perfluorination of one of the aryl side-groups on a 

diaryl-substituted tetracene decreases lattice d spacings of tetracene crystal through formation of  C–H···F 

hydrogen bonding, thereby enhancing photoconductivity and long-range order179. It was further 

demonstrated that gradual fluorination of polymers reinforces π-π stacking and increases hole-mobility 

due to better orbital overlap180. The role of fluorine atom in improving long-range connectivity also 

warrants our current study of SMD OPVs. To further improve the efficiency, three component (ternary)  

systems have been explored in the literature181-183 with a mix of acceptor184-185 and donor186-189 

compounds, resulting in tangible enhancements in the characteristics of thus created solar cells186, 190-194. 

Unfortunately, these systems are complex, especially in the presence of various additives, e.g. 1,8-

diiodooctane (DIO), diphenyl ether (DPE), used to overcome the immiscibility of components or poor film 

morphology 184, 193, 195-196.  

One of the most well studied SMD compounds consists of benzodithiophene (BDT) unit with two 

diketopyrrolopyrrole (DPP) units to extend the conjugation171, 197-198. The extended conjugation, which 

alters the bandgap, and improvements in film morphology have increased OPV performance199-201. Here 

we study202-203 two BDT-DPP2 SMDs PH and PF2, identical in the core structure but with varied degrees of 

fluorination on the conjugated side-chain (Figure 5.2). 
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Figure 6.2. A) Molecular structures of PH and PF2 used in this study. B) CV-derived HOMO levels and optical 
absorption-derived LUMO levels of both donor materials. C) Solution and film UV-vis spectra of PH and 
PF2 exhibiting virtually identical bandgaps due to the minimal backbone effect of fluorination (Adapted 
from Eastham, et al. 202, synthesis performed by Nicholas Eastham). 

Figure 6.2B and C show the effect of fluorination of PH and PF2 donors on their optical spectra and 

energy levels. They exhibit good photovoltaic performance in binary BHJ architecture and a 15% PCE 

improvement in the ternary architecture, among the highest performance enhancements reported to 

date for ternary OPVs204. PH and PF2 are miscible and have an alloy-like morphology190, 205. 𝑉𝑉𝑐𝑐𝑐𝑐 is 

monotonically increasing with increase in PF2 concentration while 𝐽𝐽𝑠𝑠𝑐𝑐 peaks at 10:90 weight ratio (Table 

6.1, Figure 6.3). The latter effect accounts for most of the increase in the PCE of the fabricated device. The 

reason for the improved Jsc can be understood by studying crystalline properties of the film with grazing 

incidence wide-angle X-ray scattering (GIWAXS). We correlate the increased short-circuit current of the 

OPV at the optimal ternary ratio to enhanced crystallinity in the photo-active layer. This result is the first 
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example of ternary system with fluorinated and non-fluorinated donor molecules mixed to induce higher 

crystallinity and improve overall performance. 

Table 6.1. OPV performance of PH:PF2:PC61BM OPV devices at various donor component weight ratios. 

PH:PF2 100:0 75:25 50:50 25:75 15:85 10:90 5:95 0:100 
Jsc 

(mA/cm2) 8.36 7.51 8.06 8.19 8.74 9.18 8.71 7.81 

Voc (V) 0.833 0.862 0.878 0.882 0.918 0.927 0.932 0.944 

FF (%) 59.6 62.6 61.4 62.1 59 57.6 55.6 57.8 

PCE (%)a 4.15 (4.04) 4.05 (4.03) 4.35 (4.34) 4.49 (4.40) 4.73 (4.65) 4.90 (4.85) 4.55 (4.51) 4.26 (4.21) 
aValues in parentheses are average PCE obtained from at least 10 devices 

The most likely origin of enhanced light absorption in a system composed of identical bandgap 

materials is enhanced active layer crystallinity and generation of a larger absorption cross-section. 

GIWAXS measurements were performed on each ternary blend to observe any noticeable differences in 

the active layer structure (Figure 6.4).  An increase in the number of microcrystalline phases at the optimal 

ternary ratio is observed upon analysis of these images, illustrated in the bubble plots in Figure 6.5. The 

size of the bubble is indicative of the size of the crystallite domains determined through Scherrer analysis. 

Upon deconvolution analysis of the broad PC61BM peak at ~4.6 Å in ternary blends, the presence of new 

diffraction peaks at 4.13 Å, 4.42 Å, and 5.25 Å in the in-plane line-cut as well as 4.43 Å and 5.16 Å in the 

out-of-plane line-cut were observed in the 10:90 ratio films (Figure 6.7). 
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Figure 6.3. A) Current density versus voltage and B) EQE curves of solar cells based on binary and ternary 
blends of PH and PF2 with PC61BM. C) Trends in PCE, Jsc, and D) Voc with composition of ternary blend. 
(Adapted from Eastham, et al. 202.) 

These peaks are not present in the pure PH or PF2 films and correspond to microcrystalline phases of 

ternary blends resulting from an optimal ratio of PH:PF2. Furthermore, ratio of intensities of edge-on to 

face-on aligned stacks shows a sharp maximum at 10:90 weight blend for lamellar spacing (Figure 6.6). 

Increasing amounts of crystallinity in the ternary films, peaking at the optimal 10:90 PH:PF2 ratio, explains 

the increased absorption observed in UV-vis studies and the increased current in J–V data.  
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Figure 6.4. A) 2-D GIWAXS patterns of blend films containing PH, PF2, and PCBM at various ternary 
ratios, B) zoomed GIWAXS pattern of 10:90 blend (Adapted from Eastham, et al. 202). 

 

 

 

 

 

A 

B 
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Figure 6.5. A) Diffuse reflectance UV-vis absorption measurements for binary and ternary PH:PF2 blends 
with PC61BM. 3-D Bubble plots depicting the spacing and intensity of crystalline diffractions and the 
relative size of the crystallite domains as determined by Scherrer analysis of B) PH, C) PF2, and D) the 
optimal ternary blend (Adapted from Eastham, et al. 202). 

 

Figure 6.6. A) Ratio of intensities of edge-on to face-on aligned stacks for low q peak corresponding to the 
spacing ~17-18Å, B) domain size in a direction parallel to substrate extracted by Scherrer formula. 
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. 

Figure 6.7. A) Horizontal (𝑞𝑞𝑧𝑧 ≈ 0) and B) vertical (𝑞𝑞𝑟𝑟 ≈ 0) line-cuts taken from the 2D GIWAXS patterns 
of ternary blend films containing PH, PF2 and PCBM (Adapted from Eastham, et al. 202). 
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7. Summary 

Crystal lattice structure and assembly modes of photoactive materials, alongside electronic properties 

of individual constituent molecules, play a key role in determining the efficiency of solar devices. We 

investigated four types of photoactive systems: perylene monoimide (PMI) based 

nanoribbons/nanosheets for solar-to-fuel devices13, 52, tetrathienoacene based dyes for dye sensitized 

solar cells83, 90, 2D perovskite materials114 and fluorinated small molecule donor bulk heterojunction solar 

cells202-203.   

PMI and its derivatives have the remarkable ability to self-assemble in water, forming ribbon-like 

structures of various aspect ratios. The nanoribbons absorb light and form excitons which can 

subsequently dissociate and allow the emerged electron to propagate through the ribbon until it reaches 

and transfers onto the water splitting catalyst present in the solution. The latter produces hydrogen gas. 

Modifications of the molecular structure lead to alteration of both the ribbon morphology, 2D crystal 

structure and packing modes of molecules. We used wide angle X-ray scattering (WAXS) technique to 

investigate 2D crystal structure and molecular packing of various PMI molecules, and small angle X-ray 

scattering for morphological study of nanoribbons at a larger scale. To interpret the diffraction pattern 

and extract the structural information, we created a simple slab model to represent the electron density 

distribution in individual PMI molecules, and parameterized form factor was constructed for the basis of 

the 2D unit cell. This simple model allowed efficient numerical implementation in fitting the model to the 

experimental data and finding optimal values of the parameters best reproducing the observed patterns. 

As a first step we applied it to fitting the grazing incidence wide angle X-ray scattering data for drop-cast 

dry samples and subsequently developed formalism for reproducing solution WAXS patterns of PMI 

nanosheets. The model fully accounted for asymmetric line-shape of the diffraction peaks due to 3D 
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averaging. This process yielded 2D unit cell parameters of various PMIs and their molecular packing 

modes, replicating the diffraction patterns remarkably well. The model was applied to MeO-PMI, HO-PMI, 

alkyl-PMIs and alkylamino-PMIs. The study revealed that the molecular packing of these 2D PMI lattices 

are in herringbone arrangement with various degrees of distortion. It further shone light on the 2D crystal 

structure of the most efficient PMIs. The analysis also revealed the lattice transformations occurring 

during a phase transition in n-propyl-PMI, one of the most efficiency PMIs. This allowed us to create a 

library of various PMI crystal structures, their efficiencies and other characteristics.  

We further studied the morphology of tetrathienoacene (TTAR) based dye assemblies on TiO2 surface 

by X-ray reflectivity (XRR). These dyes are an example of donor-𝜋𝜋-bridge-acceptor systems used 

extensively in dye sensitized solar cells (DSSC). These devices have a potential of creating cheap and easily 

manufacturable solar cells with organic non-toxic photoactive element. To mimic the TiO2 anatase surface 

of the active electrode in the solar cell and render it amenable to XRR experiments, we deposited by 

atomic layer deposition (ALD) smooth TiO2 film of 16-20Å on hydrophilic SiOx/Si wafer (with ~20Å native 

oxide). The latter was subsequently dipped into the dilute solution of the dyes in organic solvents. 

Subsequent washing with pure solvent yielded a dye monolayer. XRR experiments on a series of TTAR 

dyes revealed the impact of structural modifications of the molecule on the morphology of the film. 

Strategic insertions of thiophene rings between the donor and the bridge, or the acceptor and the bridge 

led to drastically different packings. The best packed system (thiophene between the acceptor and the 

bridge) yielded the highest efficiency in the DSSC: 10.1%, one of the highest among metal free dyes.  

We then studied the effect of alkyl chain modifications in the best performing dye on the efficiency of 

the fabricated DSSC cell and morphology of the formed films on ALD TiO2. Branching of the alkyl chain 

attached to the bridge was hypothesized to frustrate the face-to-face intermolecular interactions and 

thereby suppress intermolecular quenching of excitons. XRR demonstrated that branched octyl chain 



113 
 
increased the face-to-face distortions and enhanced the hydrophobic intermolecular adhesion. This 

correlated well with the enhanced efficiency of the branched TTAR dye. 

In-plane grazing incidence diffraction patterns on these dye monolayers did not exhibit discernible 

peaks to indicate lateral ordering. Thus, XRR remains the most effective way of extracting relevant 

information about the morphology of these films.  

Grazing incidence wide angle X-ray diffraction analysis has been performed on 2D layered perovskite 

films ((BA)2(MA)n − 1PbnI3n+1 for n = 3, 4) created by a new fabrication technique by Kanatzidis et al. This 

method overcame one of the key hurdles in using layered perovskites as stable photoactive element in 

solar cells, i.e. the parallel alignment of organic insulator layer with respect to the electrode surface. 

Perovskite films deposited by this method have perpendicular alignment of organic spacers, thereby 

allowing unimpeded flow of charge carriers. Indexing of GIWAXS pattern spots confirmed the 

perpendicular orientation of the organic spacer as well as high degree of crystallinity of the film. The 

achieved efficiency was 12.52% with no significant degradation of the encapsulated solar device.  

GIWAXS analysis was performed on fluorinated benzodithiophene (BDT) derivatives with two 

diketopyrrolopyrrole (DPP) donor. Ternary mix of these donors in a proportion 1:9 showed highest 

efficiency in constructed bulk heterojunction solar cells. Diffraction pattern analysis revealed that this 

enhancement can attributed to higher degree of crystallinity and larger domain sizes for this particular 

proportion. We theorized that fluorination promoted better intermolecular interactions through 

hydrogen bonding. This manifest itself in higher UV-vis absorption and increased current on J-V curve of 

the cell.  
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X-ray scattering techniques are an indispensable tool for structural and morphological studies of 

photoactive materials. Their investigative power in this field will likely increase with the advancements in 

solar energy research. 
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8. Appendix A 

8.1. Synthesis of MeO-PMI 

 

Buchwald-Hartwig Type coupling (step 1).  

A Schlenk flask of appropriate size (125 ml) was filled with 100 mg (0.19 mmols) of 9-bromo-N-(methyl 

hexanoate)perylene-3,4-dicarboximide,  430 mg (1.32 mmols) Cs2CO3, 10 mg (0.016 mmols) BINAP, and 

10 mg (0.011 mmols) Pd2(dba)3. The flask was then evacuated for 15 minutes before being filled with 

nitrogen. 50 ml of DMF (dried on a solvent still with calcium hydride) containing 2 ml methanol (dried 

using 3 Å molecular sieves) was purged with N2 for 15 minutes and then cannulated into the Schlenk flask, 

yielding a red solution. The solution was heated at 90oc overnight until a purple solution was obtained. 

After cooling the solution was diluted with 200 ml of 1 M HCl, causing the formation of a brown 

precipitate. The precipitate was filtered with a Buckner funnel and then washed with 500 ml of warm 

water. The solid was dissolved with 3:1 DCM/MeOH and then dried on a rotary evaporator. The compound 

was then purified on a silica column using 0.5 volume % MeOH in DCM, and then further purified by 

recycling gel permeation chromatography. Yield 85%.  

Scheme 8.1. Synthesis of 9-methoxy-N-(hexanoic acid) perylene-3,4-dicarboximide. 
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1H NMR (499 MHz, Chloroform-d) δ 8.39 (d, J = 4.6 Hz, 1H), 8.38 (d, J = 4.8 Hz, 1H), 8.29 (d, J = 7.8 Hz, 

1H), 8.25 (d, J = 8.3 Hz, 1H), 8.19 (d, J = 8.4 Hz, 1H), 8.16 (d, J = 8.1 Hz, 1H), 8.05 (d, J = 8.0 Hz, 1H), 7.54 (d, 

J =7.5 Hz, 1H), 6.88 (d, J = 8.4 Hz, 1H), 4.21 – 4.17 (t, 2H), 4.10 (s, 3H), 2.38 (t, J = 7.5 Hz, 2H), 1.78 (d, 4H), 

1.51 (q, J = 7.8 Hz, 2H). 

13C NMR (126 MHz, Chloroform-d) δ 174.14 , 163.94 , 157.81 , 137.58 , 137.29 , 131.45 , 131.22 , 129.77 

, 128.69 , 128.50 , 126.22 , 126.13 , 125.81 , 125.11 , 124.95 , 124.26 , 121.68 , 120.41 , 119.50 , 119.23 , 

118.48 , 105.55 , 55.92 , 51.49 , 40.09 , 34.02 , 27.76 , 26.72 , 24.73 . 

HRMS (ESI-TOF-MS): Expected: 479.17402 Observed: 480.1805 

De-esterification (step 2).  

Compound 1 (30 mg) was dissolved in 8 ml of H2SO4, and 2 ml of water was added dropwise, mixing 

the solution every 5-10 drops. The reaction proceeded for 3 hours at which point it was quenched by 100 

ml of water leading to the formation of a brown precipitate. Subsequently the solid was filtered using a 

Buckner funnel and washed with 500 ml of warm water. The final compound was collected off the filter 

paper by dissolving in 3:1 DCM/MeOH (sonication may be required). Yield 100%. 

1H NMR (499 MHz, DMSO-d6) δ 11.98 (s, 1H), 8.67 (d, J = 7.2 Hz, 1H), 8.60 (t, J = 8.9 Hz, 2H), 8.49 (d, J = 

8.7 Hz, 1H), 8.39 (m, 2H), 8.25 (d, J = 7.9 Hz, 1H), 7.69 (t, J = 7.2 Hz, 1H), 7.20 (d, J = 7.8 Hz, 1H), 4.10 (s, 

3H), 4.04 (t, J = 7.8 Hz, 2H), 2.24 (t, J = 7.2 Hz, 2H), 1.65 (p, J = 8.0 Hz, 2H), 1.57 (p, J = 7.4 Hz, 2H), 1.37 (p, 

J = 7.7 Hz, 2H).  

13C NMR (126 MHz, DMSO-d6) δ 174.90, 163.50, 157.94, 137.33 , 131.73 , 131.50 , 128.80 , 127.22 , 

126.97 , 126.11 , 125.67 , 125.13 , 121.45 , 120.95 , 120.55 , 119.86 , 119.25 , 107.20 , 56.73 , 41.97 , 41.80 

, 41.63 , 41.47 , 33.95 , 27.74 , 26.54 , 24.70 .  
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HRMS (ESI-TOF-MS): Expected: 465.15807 Observed: 465.15762 

 

8.2. Synthesis of Na2[Mo3S13] ∙ 5H2O 

The procedure from Kibsgaard et al.53 was modified as follows:  To 15.4 ml of ammonium sulfide was 

added 1.0 g elemental sulfur, the solution was stirred until all sulfur dissolved. In a separate vial, 2 g of 

Mo7O24 ∙ 4H2O(NH4)6 was dissolved in 10.2 ml of water. This solution was then added to the sulfur solution 

resulting in a dark red solution. The flask containing this mixture was then sealed and heated at 95°C for 

5 days.  Note: make sure the flask is properly sealed, evaporation of water during heating will result in 

formation of impurities. After 5 days, the dark red crystals were filtered, washed with water and ethanol, 

and then transferred to a flask of toluene. The toluene was brought to a boil to dissolve away any 

unreacted sulfur. The crystals were then filtered and washed with an addition 200 ml of fresh toluene and 

dried under vacuum. The crystals (1.5 grams) were then added to 20 ml of 1% NaOH under nitrogen and 

allowed to stir for 2 hours yielding a deep red solution. The solution was then poured into a 100 ml of 10% 

NaCl and left overnight until and red/orange precipitate had formed. The solid was filtered and washed 

with IPA, ether, and finally dried on a vacuum line. The solid was stored under Ar in a -20°C freezer until 

use.  

8.3. Hydrogen production experiments 

MeO-PMI and PMI solutions (100 µL, 8.7 mM) were first gelled with poly(diallyl dimethyl ammonium) 

chloride (PDDA) (20 µL, 4 wt%) in a 7 ml clear screw cap septum vial  (Thermo Scientific product # TS-

13028) and allowed to age for two hours. Ascorbic acid solutions (1.7 M) were adjusted to pH 4 using 4 M 

NaOH (measured using a Fisher Scientific Accumet Research AR50 Dual Channel pH/Ion/Conductivity 

Meter, calibrated with pH 4.0 and pH 7.0 standard solutions). A fresh solution of Na2[Mo3S13]·5H2O 
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clusters (0.17 mM) was prepared by adding 6 mg of cluster to 45.2 ml of water. 20 µL of this cluster 

solution was then added to the gels, along with 860 µL of 0.85 M ascorbic acid as a source of protons and 

sacrificial electrons. Vials were sealed with a septum, and wrapped in Parafilm to ensure proper sealing. 

After purging for 10 minutes with Ar, the samples were illuminated for 18 hours with a Schott DCR III lamp 

equipped with 150 W EKE bulb (output 400 – 700 nm) and fiber optic goosenecks.  Samples were placed 

approximately 1.5 cm from the fiber optic light source (power output ~250 W/cm2).  For H2 identification 

and quantification, a 300 µL aliquot was taken from the sample vial (7 mL headspace) and injected onto a 

gas chromatograph (Shimadzu GC-2014) equipped with a 5 Å molecular sieve column, Ar carrier gas, and 

a thermal conductivity detector.  Eight-point calibration curves for H2 and N2 were created using a 

standard (7% H2 balanced with N2) and integrated peak areas were used to determine the H2 

concentration in the sample headspace at STP. 

 

8.4. Peak matching for unit cell parameter deduction 

As a criterion of goodness of match between generated and measured peak positions for a particular 

assignment of indices (shown by subscript 𝑠𝑠), a quantitative descriptor Γ was introduced: 

Γs = �𝐼𝐼𝑖𝑖
𝑝𝑝𝐵𝐵𝑠𝑠(𝑞𝑞𝑖𝑖,∆𝑞𝑞)

𝑛𝑛

𝑖𝑖=1

 

where 𝐼𝐼𝑖𝑖 is the intensity of the 𝐺𝐺th peak, function 𝐵𝐵 returns 1 if within the radius ∆𝑞𝑞 of 𝑞𝑞𝑖𝑖 there is a 

peak in the experimental list of peaks, and zero otherwise. 𝑝𝑝 > 0 is an a priori constant indicating the 

weight placed on using smaller peaks: larger p values give greater emphasis to larger peaks.   

Since a 2D lattice has 3 unknowns (a, b and γ), 3 prominent peaks, which were not multiples of each 

other in q, were selected. A list of all possible indices for these peaks are generated and other peak 
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positions predicted. Matching function Γ𝑠𝑠 is computed for each peak assignment triad 𝑠𝑠 and ranked in 

decreasing order. The first few members give the best possible 2D lattice matching.  

8.5. X-Ray Reflectivity and Grazing Incidence X-Ray Scattering 

 

 

Figure 8.1. A)  Specular X-ray reflectivity of drop-cast samples on Si wafer and glass. Annealing of the 
dried sample was performed in a vacuum oven at 40oC for 24 hours. B) Normalized specular X-ray 
reflectivity of spin cast films, C) X-ray diffraction pattern of drop-cast samples at a fixed grazing incident 
angle of 1° for the glass substrate and 2° for the Si wafer. The top curves are vertically offset in A-C for 
purposes of clarity. q is the wavevector transfer. Scattered X-ray counts in A-C were collected by a 
point detector on a Rigaku SmartLab instrument in the NU X-ray Diffraction Facility. D) Vertical line-
cut in GIWAXS pattern of Figure 3.5A with constraint: −0.05Å−1 < 𝑞𝑞𝑦𝑦 < 0.05Å−1 (here 𝑞𝑞 =

�𝑞𝑞𝑥𝑥2 + 𝑞𝑞𝑦𝑦2 + 𝑞𝑞𝑧𝑧2 ). 
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8.6. Numerical integration procedure for WAXS intensity 

With 2𝜎𝜎 precision (which essentially covers the non-vanishing portion of the bell curve) for reciprocal 

lattice vector �⃗�𝐺𝑖𝑖  intensity 𝐼𝐼𝑖𝑖(𝑞𝑞) = 0 unless 𝑞𝑞 > 𝐺𝐺𝑖𝑖 − 2𝜎𝜎. 

If 𝐺𝐺𝑖𝑖 − 2𝜎𝜎 ≤ 𝑞𝑞 ≤ 𝐺𝐺𝑖𝑖 + 2𝜎𝜎 ⇒ 𝐼𝐼𝑖𝑖(𝑞𝑞) = 2�𝐹𝐹∥��⃗�𝐺𝑖𝑖��
2
∑ 𝜎𝜎 𝑒𝑒−

�𝑞𝑞sin𝜃𝜃𝑘𝑘−𝐺𝐺𝑖𝑖�
2

2𝜎𝜎2 𝑠𝑠𝐺𝐺𝑛𝑛𝑐𝑐2 �𝑞𝑞 cos𝜃𝜃𝑘𝑘
ℎ
2
�𝑁𝑁

𝑘𝑘=0   

where 𝜃𝜃𝑘𝑘 = arcsin 𝐺𝐺𝑖𝑖−2𝜎𝜎
𝑞𝑞

+ 𝑘𝑘
𝑁𝑁
�𝜋𝜋
2
− arcsin 𝐺𝐺𝑖𝑖−2𝜎𝜎

𝑞𝑞
� and 𝑁𝑁 is the desired number of divisions. (N = 7 

reproduces the experimental peaks reasonably well.) 

If 𝑞𝑞 > 𝐺𝐺𝑖𝑖 + 2𝜎𝜎, same summation as above where 𝜃𝜃𝑘𝑘 = arcsin 𝐺𝐺𝑖𝑖−2𝜎𝜎
𝑞𝑞

+ 𝑘𝑘
𝑁𝑁
�arcsin 𝐺𝐺𝑖𝑖+2𝜎𝜎

𝑞𝑞
− arcsin 𝐺𝐺𝑖𝑖−2𝜎𝜎

𝑞𝑞
� 

Finally, 𝐼𝐼(𝑞𝑞) =  ∑ 𝐼𝐼𝑖𝑖(𝑞𝑞) 𝑖𝑖 , where summation is over reciprocal lattice vectors. 

Geometrically, the integration is over the intersecting arcs of the reciprocal space cylinder and 𝑞𝑞 =

𝑐𝑐𝑐𝑐𝑛𝑛𝑠𝑠𝑡𝑡 sphere. 

 

8.7. WAXS peak position shifts and shoulder widths estimation 

To estimate the relative importance of parameters in eq. (3.9) and elucidate non-linear behavior of the 

peak shift and high-q tail, we employ statistical methods, since a direct Taylor series expansion is not 

reasonable. We define the shoulder widths as below:  
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Figure 8.2. Peak asymmetry illustration and shoulder widths definition. ½ for the high-q shoulder is 
introduced to account for decrease in the form factor along the normal to the sheet.  

By using the abovementioned numerical algorithm, we can generate a table of peak positions and 

shoulder widths as a function of 𝜎𝜎,𝐺𝐺,ℎ and use statistical methods to find the coefficients of linearized 

expansion  𝑓𝑓(𝜎𝜎,  𝐺𝐺,  ℎ) ≈ 𝑐𝑐𝑖𝑖𝑥𝑥𝑖𝑖 + 𝑐𝑐𝑖𝑖𝜋𝜋𝑥𝑥𝑖𝑖𝑥𝑥𝜋𝜋, where 𝑓𝑓 stands for either peak position or any of the shoulder 

widths and 𝑐𝑐𝑖𝑖 for any of 𝜎𝜎,𝐺𝐺,ℎ variables. A convenient computational tool is the R’s leaps package206 

which allows for an exhaustive search in choosing 𝑁𝑁 variables that minimize the residual sum of squares 

(RSS). Figure below shows RSS vs number of variables for each case.    
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Figure 8.3 RSS as a function of number of variables retained in the model. 

By choosing in each case the number of variables right before RSS plateaus, one can write the 

expansion in terms of standardized variables, hence with each coefficient showing the weight of 

contribution for the corresponding term: 

∆𝑄𝑄𝑝𝑝𝑒𝑒𝑠𝑠𝑘𝑘𝑠𝑠 ≈ 2.3 𝜎𝜎 − 0.24 𝐺𝐺 ℎ − 0.79𝜎𝜎 ℎ − 1.69 ℎ 𝜎𝜎2 + 0.97 ℎ2𝜎𝜎2 

∆𝑄𝑄𝑟𝑟𝑖𝑖𝑟𝑟ℎ𝑠𝑠𝑠𝑠 ≈ 2.97𝜎𝜎 − 0.12 𝐺𝐺 − 1.16 𝜎𝜎2 − 3.53 𝜎𝜎ℎ + 1.52 𝜎𝜎ℎ2 + 1.01 𝜎𝜎2ℎ 

∆𝑄𝑄𝑙𝑙𝑒𝑒𝑓𝑓𝑠𝑠𝑠𝑠 ≈ 1.2 𝜎𝜎 − 0.05 𝜎𝜎𝐺𝐺 − 0.13 𝜎𝜎ℎ − 0.21 ℎ 𝜎𝜎2 + 0.16 𝜎𝜎2ℎ2 

∆𝑄𝑄𝑟𝑟𝑖𝑖𝑟𝑟ℎ𝑠𝑠 = 𝑄𝑄𝑢𝑢𝑝𝑝 −  𝑄𝑄𝑝𝑝𝑒𝑒𝑠𝑠𝑘𝑘 ,  ∆𝑄𝑄𝑙𝑙𝑒𝑒𝑓𝑓𝑠𝑠 = 𝑄𝑄𝑝𝑝𝑒𝑒𝑠𝑠𝑘𝑘 − 𝑄𝑄𝑙𝑙𝑐𝑐𝑟𝑟 , ∆𝑄𝑄𝑝𝑝𝑒𝑒𝑠𝑠𝑘𝑘 = 𝑄𝑄𝑝𝑝𝑒𝑒𝑠𝑠𝑘𝑘  –  𝐺𝐺 

By recasting these equations from standardized to normal variable, we obtain: 

∆𝑄𝑄𝑝𝑝𝑒𝑒𝑠𝑠𝑘𝑘 ≈ 0.827 𝜎𝜎 − 0.0532 𝐺𝐺 ℎ − 0.0215𝜎𝜎 ℎ − 0.96 ℎ 𝜎𝜎2 + 0.0337 ℎ2𝜎𝜎2 + 6.21 ⋅ 10−4 

∆𝑄𝑄𝑟𝑟𝑖𝑖𝑟𝑟ℎ𝑠𝑠 ≈ 6.97𝜎𝜎 − 0.0044 𝐺𝐺 − 54.32 𝜎𝜎2 − 0.624 𝜎𝜎ℎ + 0.0157 𝜎𝜎ℎ2 + 3.75 𝜎𝜎2ℎ + 0.014 

∆𝑄𝑄𝑙𝑙𝑒𝑒𝑓𝑓𝑠𝑠 ≈ 1.29 𝜎𝜎 − 0.03 𝜎𝜎𝐺𝐺 − 0.01 𝜎𝜎ℎ + 0.353 ℎ 𝜎𝜎2 + 0.016 𝜎𝜎2ℎ2 + 2.58 ⋅ 10−4  
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8.8. Tilt angle deduction and scattering from tilted chains 

  A           B 

  

Figure 8.4. A) Schematic depiction of the perylene tilt angle, B) Geometry of X-ray scattering from a tilted 
rod (carboxypentyl chain). 

  

Notice, the corners of the slab contain electron rich oxygen atoms hence the choice of the corners as 

terminating ends of the projection is sounder than height weighted average.  The sensitivity of the tilt 

angle as a function of the chosen slab height is illustrated in the plot below. It indicates that within 

reasonably chosen slab height only ≈ 1-2° deviation is introduced.  

 

Figure 8.5. Derived tilt angle as a function of chosen slab height. 
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The narrow rod-like shape of the carboxypentyl chain constrains the X-ray scattering predominantly to 

the equatorial plane of the rod (i.e. the plane perpendicular to the rod, blue triangle on Figure 8.1b). The 

observed diffraction spot at 𝑞𝑞𝑟𝑟 = 0.5 Å−1,𝑞𝑞𝑧𝑧 = 0.45 Å−1 (𝜃𝜃0 = 42°) corresponds to scattering along the 

direction of unit vector 𝑛𝑛�𝑑𝑑, which should be an intersection line of the equatorial plane of the rod and the 

𝑥𝑥𝑞𝑞 plane, to ensure that the maximum of the form factor is oriented along 𝑛𝑛�𝑑𝑑. Arbitrary rotation of the 

thin rod around 𝑛𝑛�𝑑𝑑 in the plane perpendicular to 𝑛𝑛�𝑑𝑑 will uphold this condition of maximum scattering. 

Unit vector �̂�𝑞 along the axis of the rod can be expressed as �̂�𝑞 = {sin𝜃𝜃 cos𝜙𝜙 , sin𝜃𝜃 sin𝜙𝜙 , cos𝜃𝜃} and unit 

vector 𝑛𝑛�𝑑𝑑 as 𝑛𝑛�𝑑𝑑 = {cos𝜃𝜃0 , 0, sin𝜃𝜃0}. The maxima condition can be written simply as 𝑛𝑛�𝑑𝑑 ⋅ �̂�𝑞 = 0. Hence, 

the polar angle of the rod is found: 𝜃𝜃 = arctan �− tan𝜃𝜃0
cos𝜙𝜙

�. The polar angle includes both the natural bend 

of the chain with respect to perylene plate (Figure 3.4A, 𝜃𝜃𝑛𝑛𝑠𝑠𝑠𝑠 ≈ 45°) and the above-deduced tilt angle 

𝜃𝜃𝑠𝑠𝑖𝑖𝑙𝑙𝑠𝑠 = 15.57°. Therefore, the experimental bend angle can be written as follows:  

𝜃𝜃𝑛𝑛𝑠𝑠𝑠𝑠 = �arctan �−
tan𝜃𝜃0
cos𝜙𝜙

�� − 𝜃𝜃𝑠𝑠𝑖𝑖𝑙𝑙𝑠𝑠 

If we idealize the arrangement of chains to be along the bisectors of the basis, the azimuthal angle of 

the chains can be assumed  𝜙𝜙 ~ 125° (or 𝜙𝜙 ~ 55°), leading to an estimate of natural bend angle from the 

above formula 𝜃𝜃𝑛𝑛𝑠𝑠𝑠𝑠 ~ 42°, in good agreement with the expected 𝜃𝜃𝑛𝑛𝑠𝑠𝑠𝑠 ≈ 45° value. 

 

8.9. Molecular Orbitals and Partial Charges of the Monomer 

 Ab initio calculation was performed by DFT (B3LYP) with 6-31G basis.  
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Time dependent DFT calculation of the dipole moment of the excited state of MeO-PMI yields a value 

of 8.2D (ground state has dipole moment of 8.6D), hence Frenkel exciton (FE), formed on the same 

molecule immediately after absorption of photon, contributes a dipole moment of 0.4D, parallel to the 

dipole moment of the adjacent molecule. Unsubstituted PMI has dipole moments of 6.7D and 0.4D, for 

ground state and FE correspondingly. 

 

       HOMO, -5.38 eV             LUMO, -2.74 eV      Partial charges by Merz-Kollman analysis 

             

Figure 8.6. HOMO, LUMO and partial charge distribution of MeO-PMI-Me. 
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8.10. UV-vis spectra for various concentrations of MeO-PMI 

 

8.11. Cyclic Voltammetry 

   Cyclic voltammograms (CV) were measured on 5 mM MeO-PMI solutions in DCM, with 0.1M 

tetrabutylammonium hexafluorophosphate (TBAPF6, recrystallized twice from ethanol) as supporting 

electrolyte. Experiments were performed using a three electron setup with a Ag/AgNO3 (in ACN) reference 

electrode, platinum wire as the counter electrode, and a platinum disk working electrode. Solutions were 

purged with Ar for 1 minute before the experiments. The potential was cycled 3 times at 0.1 V/s to insure 

consistent electrochemical behaviour. All waves were calibrated to the ferrocene/ferrocenium redox 

couple in order to account for any junction potential. The following potentials were obtained: Eoxi = 1.12 

V, Ered1 = -1.12 V, Ered2 = -1.69 V. Energy level diagram was constructed using the oxidation potential from 

 

Figure 8.7. UV-Vis absorbance spectra of MeO-PMI at concentrations 0.0725, 0.725 and 7.25 mM in 
water.  Green curve manifests disappearance of monomer peak and formation of nanosheets. 
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CV as the HOMO energy and by adding the band gap the LUMO was found. The HOMO energy agrees well 

with DFT calculations, however the DFT overestimates the LUMO energy.    

 

8.12. WAXS sensitivity to structural details 

Referring to Figure 3.6B and Figure 8.9, the (11) peak has higher intensity than the model prediction 

but shows a closer match for integral intensity. We surmise that this is due to the difference in the 

correlation lengths along different directions as also suggested by the AFM image (Figure 3.4C) of the 

sheets, which have an elongated aspect ratio. To reduce the number of free parameters our model 

assumed domains to be circular and thereby all peaks were given the same width. Note that the peak at 

qr = 1.93 Å−1 is most likely an artifact from small 3D single crystalline contaminants, as is suggested by 

the appearance of two small diffraction spots in the Fig. 2a GIWAXS image near qz = 0. 

 

Figure 8.8. Cyclic voltammogram of MeO-PMI (5 mM) in DCM with 0.1 M tetrabutylammonium 
hexafluorophosphate as the supporting electrolyte. Ferrocene internal standard was used to calibrate 
scans. Inset shows an energy diagram constructed from CV and UV-Vis data.  
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Figure 8.9. Best fit to the full model from the main text in the log scale of counts. 

Simplified models do not fully reproduce the correct intensity distribution. Examples of missing 

features are shown below.  

Model with no chains 

 

Figure 8.10. The best fit for a model consisting of plates without carboxypentyl chains 
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Models with chains at right angle with respect to the plates 

 

 

 

Figure 8.11. Best fits for models with the angle of the chain with respect to the plate frozen to normal 
during fitting procedure. 
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Models with different tilt angles between the stacked plates 

In the following fits the tilt angle is fixed.  

 

Figure 8.12. Best fit for a model with zero tilt angle (i.e. rotational angle between two plates is 0) 

 

 

Figure 8.13. Best fit for a model with 8.2o tilt angle (i.e. rotational angle between two plates is 16.4o) 
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Figure 8.14. Best fit for a model with 31.4o tilt angle (i.e. rotational angle between two plates is 62.8o) 

 

8.13. Statistical errors on GIWAXS fitted parameters 

The table below lists the parameters and uncertainties (at 95% confidence level) obtained from the 

non-linear fitting of the model (described in the main text) to the GIWAXS line cut (Fig. 3b). Each of the 

𝛼𝛼𝑥𝑥,𝑖𝑖 angles is measured counterclockwise from unit cell vector �⃗�𝑎 (Fig. 3c,d). Subscript 𝑝𝑝 is for the plate and 

𝑐𝑐 is for the chain angles. Subscript 𝐺𝐺 = 1 corresponds to the lower left corner molecule with 2, 3, and 4 

corresponding in counterclockwise order to the other 3 molecules in the basis. The variance estimator 

function was set to ∑ 𝑟𝑟𝑖𝑖(𝐼𝐼𝑖𝑖−𝐼𝐼𝑖𝑖)2

𝑛𝑛−𝑃𝑃𝑖𝑖  , where 𝐼𝐼𝑖𝑖 is the observed intensity at the 𝐺𝐺th data point, 𝐼𝐼𝑖𝑖 is the model 

predicted intensity,  𝑤𝑤𝑖𝑖 = 𝐼𝐼𝑖𝑖−1 is the Poisson weight, 𝑛𝑛 is the number of data points and 𝑃𝑃 is the number 
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of free parameters. Notice that the uncertainties for the rotation angles of the chains are approximately 

3 times larger than those for the plates. This is due to the plates having 3 times more electrons.  

Table 8.1. Statistical uncertainties on fit parameters at 95% confidence level. 

 𝝈𝝈,Å−𝟏𝟏 𝒍𝒍𝒑𝒑,𝒚𝒚,Å 𝜶𝜶𝒑𝒑,𝟏𝟏, ° 𝜶𝜶𝒑𝒑,𝟐𝟐, ° 𝜶𝜶𝒑𝒑,𝟑𝟑, ° 𝜶𝜶𝒑𝒑,𝟒𝟒, ° 𝜶𝜶𝒄𝒄,𝟏𝟏, ° 𝜶𝜶𝒄𝒄,𝟐𝟐, ° 𝜶𝜶𝒄𝒄,𝟑𝟑, ° 𝜶𝜶𝒄𝒄,𝟒𝟒, ° 

Value 0.0108 9.12 142.5 38.9 156.8 130.4 78.3 112.0 76.6 119.3 

Uncertainty 0.0002 0.06 0.5 0.5 0.7 0.6 1.4 2.0 1.6 2.2 
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9. Appendix B 

The code below implements solution WAXS diffraction pattern simulation on Mathematica. 
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10. Appendix C 

The code below implements GIWAXS diffraction pattern simulation on Mathematica. The procedure is 

described in the main text.  
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